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Chapter 1

Introduction

An algebraic equation over the real numbers is solved by real numbers. For
instance, 2 — 1 = 0 is solved by = 1 and # = —1. In contrast, ordinary
differential equations have functions as their solutions. Let us look at an
example.

Example 1.1 (A first example). We consider the differential equation
T =ax, (1.1)

where a € R is a constant and  means ‘é—f. We say that a function A : I — R,
where I C R is an interval, solves this differential equation if

_dx

At) = on

(t) =aA(t) forall tel.

The argument ¢ of the solution A typically stands for time, and z in (1.1)
typically represents the state of a physical, ecological, or other system, so
the solution A describes the evolution of the state x in time. It should be
noted that there are also lots of applications where ¢ does not stand for time.

The differential equation (1.1) is a very simple but realistic model of appli-
cations in nature and society.

For instance, if a > 0, this models growth of capital with a interest rate
linked to a (note that normally interest rates are given as yearly rates, which
correspond to a discrete-time model; a here is a continuous-time interest
rate; try as an exercise to convert both rates). For positive capital z, the
right hand side of (1.1) is positive, so & is increasing, and importantly for
the model of capital growth, the increase in capital is proportional to the
amount of capital available.
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6 1. Introduction

In contrast, if a < 0, then, if z > 0, the right hand side of (1.1) is negative,
and & is decreasing, proportional to x. This models, for instance, radioactive
decay, which describes the decay of certain atoms such as Uranium 238.

It is easy to see that for a given b € R, the function )\, : R — R,
Mp(t) = be™ forall t € R,

solves (1.1), see Figure 1.1. Are there more solutions to this differential
equation? Assume there is another solution p : I — R, where I C R is an
interval. Then
d
3 (e = pt)e™™ — p(t)ae™*" = ap(t)e™™ — p(t)ae™*" =0
for all t € I. Hence, pu(t)e™* = b for some b € R, so u(t) = be® = \y(t) for
all ¢t € I, which is not a new solution, so all solutions to (1.1) are known to
us.

30 30
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Figure 1.1. Solutions to the differential equation (1.1) for a =1 > 0
(left) and o = —1 < 0 (right).

So in contrast to (simple) algebraic equations whose the solutions are in
finite-dimensional vector spaces (such as R?), differential equations are
solved by functions, and spaces of functions are typically infinite-dimensional
and studied in the mathematical discipline functional analysis. Infinite-
dimensional spaces are more difficult to grasp in general. However, for a
vast majority of the material covered in this course, a finite-dimensional
thinking and visualisation is enough to understand the material very well.
In places, however, we will need some material from functional analysis to
understand differential equations better.

You have encountered ordinary differential equations already last year. In
particular, you have learned how to solve certain types of ordinary differ-
ential equations. It should be noted that for the most interesting ordinary
differential equations, it is not possible to find solutions analytically. In
this course, we will learn techniques how to still understand the solutions
to these equations without knowing them explicitly. We also address the
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important question when solutions to ordinary differential equations exist
and are unique.

1. Ordinary differential equations and initial value problems

In this section, we look at the definition of an ordinary differential equation
and an initial value problem, and we study basic examples.

In Example 1.1, we have studied a differential equation of the form
= f(2) (1.2)

with f : R — R, where d = 1 and f(z) = ax. Although such type of
equations (i.e. autonomous and first order) will be mostly studied in this
course, we would also like to deal with nonautonomous differential equations,
i.e. where the right hand side of (1.2) depends on time ¢, for instance, & = tz?
(see Example 1.8 below). We note that higher-order differential equations
also generalise the situation in (1.2), and you have studied such differential
equations already in Year 1. It is demonstrated in Repetition Material 1
that such differential equations can always be transformed to first-order
differential equations, so no separate treatment (with regard to the general
theory) is necessary. An example of a higher-order differential equation is
given by the harmonic oscillator & = —z (see Example 1.10 below).

The setup for nonautonomous first-order differential equations is explained
in the next definition.

Definition 1.2 (Ordinary differential equation). Consider d € N, an open
set D C R x R?, and a function f : D — R%. An equation of the form

i= f(t, ) (1.3)

is called a d-dimensional (first-order) ordinary differential equation. A dif-
ferentiable function X : I — R® on an interval I C R is called a solution to
the differential equation (1.3) if (t,A(t)) € D and

At) = f(t, A1) forall tel. (1.4)

An ordinary differential equation (1.3) is called autonomous if the right hand
side does not depend on ¢, i.e. (1.3) is of the form

&= f(z),

where f: D — R? for some open set D C R?. In this case, we also use the
symbol D for the domain of the right hand side f, here as a subset of R%
instead of R x R?, but this should not cause confusion, as it will be clear
from the context. We note that any autonomous differential equation can be
interpreted as a nonautonomous differential equation (1.3), and the domain
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D C R? then translates to the domain R x D, which is an open set if and
only if D is open.

We will only treat ordinary differential equations (ODESs) in this course. Of
great importance are also partial differential equations (PDEs), which are
solved by functions depending on more than one variable, so, in contrast
to ordinary differential equations, partial differentiation is needed to even
define a partial differential equation.

The easiest types of solutions are constant solutions, which are also called
equilibrium solutions. If the differential equation is autonomous, they are
found algebraically, by zeros of the right hand side.

Proposition 1.3 (Constant solutions to autonomous differential equations).
Consider an open set D C R% and a function f: D — R®, and consider the
autonomous differential equation

Then there exists a constant solution X : R — R® of this differential equation
with a € R, i.e. \(t) = a for all t € R, if and only if f(a) = 0.

Proof. (=) Suppose that A : I — R? is a constant solution, i.e. A(t) = a
for all t € I. The solution identity yields

At)=f(\(t)) forall tel, (1.5)
which implies f(a) = 0.
(<) Suppose that f(a) = 0 for some a € R Then for the constant function

AR — R, \(t) = a, the solution identity (1.5) is clearly fulfilled, and thus,
the constant function A is a solution to the given differential equation. [J

This proposition says that constant solutions to autonomous ordinary differ-
ential equations are easy to find. For many differential equations, constant
solutions are the only solutions that can be given explicitly, which means
that there are no formulas for all other solutions. In fact, most of the in-
teresting differential equations cannot be solved analytically. There are two
approaches to overcome this deficit. Firstly, there are numerous schemes to
numerically approximate solutions of differential equations — this will not be
covered in this course. Secondly, the so-called qualitative theory of ordinary
differential equations provides insights into how solutions behave without
knowing them explicitly — you will learn some basic elements of this theory
in this course.

We are interested now to understand in solutions for a given pair of initial
time and initial conditions. For the model discussed in Example 1.1, this
would mean that we are interested in the time evolution of capital, given
that we have zy capital at time tg.
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Definition 1.4 (Initial value problem). Consider d € N, an open set D C
R x R?, and a function f : D — R The combination of the ordinary
differential equation

T = f(t,x)
with an initial condition of the form
:C(to) =0, (16)

where (to,x0) € D, is called an initial value problem, and (1.6) is called
initial condition. A solution to the above initial value problem is a solution
X : I — R? to the differential equation such that to is in the interior of I
and

)\(t()) = X0 .

We now solve an initial value problem for the simple differential equation
T = ax.

Example 1.5 (A first example revisited). Consider the ordinary differential
equation (1.1) from Example 1.1 with the solutions )\, for b € R. For fixed
to,zo € R, we show that there exists a unique solution p : R — R to (1.1)
solving the initial condition x(tp) = xo. This follows from

Mo(to) = o < be™ = xg & b= xge 0.

Hence, the solution to this initial value problem is given by u(t) = zoe(t—to)
for all t € R.

We will later find conditions for ordinary differential equations that guaran-
tee that all initial value problems have a unique solution. These conditions
are rather weak and apply to large classes of applications.

2. Examples

We have seen that the differential equation & = x behaves as nicely as one
can imagine:
(i) a solution ezists for every initial value problem,
(ii) the solution to each initial value problem is unique,
(iii) the solution to each initial value problem exists globally, i.e. can be

defined on I = R.

In this section, we look at examples for which not all of this properties
are satisfied. The first example demonstrates that solutions to initial value
problems do not need to exist.
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Example 1.6 (No solution to an initial value problem). Consider the one-
dimensional initial value problem

dr—f(x>—{_11 TSy e=0,

which has a discontinuous right hand side. Show as an exercise that this
initial value problem does not have any solutions.

There may exist more than one solution to an initial value problem.

Example 1.7 (Many solutions to an initial value problem). Consider the
one-dimensional initial value problem

T = f(x):=+/|z|, z(0) =0. (1.7)
Since f(0) = 0, Proposition 1.3 implies that there exists a constant solution
with value 0. In addition, for any b > 0, the function Ay : R — R,

0 st <b
/\b(t)_{}l(t—b)Q Lot>b

is a solution to this initial value problem. To check this, we have to verify
the solution identity for ¢ < b, t = b and ¢t > b. Clearly, A(t) = 0 = f(A(t))
for all + < b. Note that &1(t —b)2 = (¢ —b), which is 0 at ¢ = b, so the
identity also holds at ¢t = b. For t > b, we have \(t) = F(t—b) = VA,
which finishes the proof.

Question: can you find even more solutions to this initial value problem?

1r

08r
0.6
8
0.4r
02r
0
0 1 2 3 4 5
t
Figure 1.2. Three different solutions to the initial value problem (1.7)

(b=1,2,3).

We now study a differential equation for which there are solutions that do
not exist for all times, i.e. they can only be defined on a proper subset
I C R of the real numbers. To solve this differential equation, we need the
separation of variables technique that you have learned in your first year.
This technique is useful to compute initial value problems of the form

& =g()h(z),  w(to) =0, (1.8)
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where g : I — R and h : J — R are two continuous functions, with two
open intervals I, J C R, and we assume that h(zg) # 0 (otherwise the initial
value problem has the constant solution).

The formal procedure is as follows:

‘O%“ = g()h(z), z(to)=xz0 = dr g)dt, x(to) = zo

[ =/t:g<s>ds,

and solving this equation with respect to x will give a solution to the differ-
ential equation (1.8).

We study the separation of variables procedure for the following example.

Example 1.8 (Solutions do not need to exist for all times). Consider the
initial value problem

i = ta?, x(to) = xo,
where xg # 0. Using the above procedure, we get

da 11t 2
x2 z(to) = o o T 2 2
2%0

e =
T (2 - )

It is easy to see that all solutions with xg > 0 are defined only on a bounded
subinterval of R: there always exist two times ¢t € R such that the denomi-
nator 2 + z¢ (2 — t?) is equal to 0, and the solution converges to oo if these
times are approached, see Figure 1.3 for an illustration of the solution with
to = 0 and zg = 1. This solution exists on the interval (—ﬂ, \@)

50
401
30
8
201

10+

L5 -1 05 0 05 1 1.5
t

Figure 1.3. Solution to the initial value problem & = tz?, z(0) = 1.

Question: what happens for g < 0 and xy = 07
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3. Visualisations

Two different ways to visualise the solutions to ordinary differential equa-
tions are discussed in this section. The first one concerns solutions curves
of nonautonomous differential equations in the (¢, z)-space, while the sec-
ond one concerns projections of solution curves of autonomous differential
equations in the z-space.

3.1. Solution portrait. We consider a function f : D € R x R¢ — R?
and the corresponding ordinary differential equation

= f(t,x).

A solution to this equation is a differentiable function A : I — R? fulfilling
A(t) = f(t, A(t)) on the interval I. Then the graph of this solution, given by
the so-called solution curve

G\ ={(t,\t):tel} CRxR?,

is a differentiable curve. The derivative of this curve in the point ¢y € I is
given by (8, A())|,_,, = (1, A(to)) = (1, (to, A(t0)).
This implies in particular that the vector field

(t,z) — (1, f(t,2)), (1.9)

defined on D, is crucial for the shape of the solution curves, in the sense
that the solution curves are tangential to the vector field (1.9).

A solution portrait is given by a visualisation of several solution curves in
the (t, z)-space, the so-called exztended phase space. The z-space is normally
called phase space, and it is extended by the time axis.

See Figure 1.4 for a solution portrait of the differential equation & = ta?
(note that we have studied this differential equation in Example 1.8).

3.2. Phase portrait. A different visualisation is possible for autonomous
differential equation, i.e. for differential equations that do not explicitly de-
pend on time ¢.

We first demonstrate that in this context, solutions stay solutions when we
shift them in time, which leads to some kind of redundancy when visual-
ising them via a solution portrait. This implies that a visualisation in the
phase space (which is one dimension lower) is meaningful to illustrate certain
properties of solutions.

Proposition 1.9 (Translation invariance). Let A : I — R? be a solution to
the autonomous differential equation

= f(z).
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Figure 1.4. Solution portrait with several solutions to the differential
equation & = tz* (in blue), and the vector field (1.9) (in red).

Then for all T € R, the function u : I - R?, where I := {teR:t+71€l}
and 3
w(t) ==Xt +7) forall tel,

s also a solution to this differential equation.

Proof. Since ) is a solution, we have A(t) = f(\(t)) for t € I. The chain
rule implies that f(t) = A\(t + 7) for all t € I, and we get

at) = At +7) = fONE+7)) = f(u(t)) forall tel.
This finishes the proof. ([

We demonstrate visualisation using phase portraits by means of the har-
monic oscillator.

Example 1.10 (Harmonic oscillator). Consider the differential equation of
the harmonic oscillator
T =-x,

which, according to Repetition Material 1, can be re-written as

<§> - (—01 (1)) (;”) : (1.10)

Note that this is a so-called linear differential equation, since the right hand
side of (1.10) is a matrix multiplied by the state space vector. (We have
encountered another linear differential equation already in Example 1.1.)
This differential equation is also autonomous (i.e. the matrix does not de-
pend on time t), and we will see later in Chapter 3 that all such systems
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are solvable explicitly. The solution to the initial value problem (1.10),
(z,4)(0) = (x0,90), is given by

o= (S i) (1)

A visualisation of one solution (in the extended state space, and for the
initial condition (z,y)(0) = (1,1)) is given in Figure 1.5.

G
x 20 t

Figure 1.5. Solution to the initial value problem (1.10), (z,y)(0) = (1,1).

Note that due to the translation invariance, any translation of the above
solution is also a solution to the differential equation. Therefore, a visuali-
sation in the extended phase space contains redundant information, and it is
common to visualise in the phase space itself, and not in the extended phase
space. This is done by a projection of all solutions to the z-space, and we
obtain the so-called phase portrait, see Figure 1.6 for the differential equa-
tion (1.10). Note that a projected solution is called an orbit or trajectory,
see Definition 2.25 below for a precise definition.

Question: What information is lost if we do such a projection?
Let us consider now an arbitrary autonomous differential equation

i = f(x),
with a right-hand side f : D ¢ R? — R?. Similarly to the vector field (1.9)
for the solution portrait, also a vector field is tangential to the trajectories
in the phase portrait. It is simply given by the projected version of vector
field (1.9), given by

z = f(z),
defined on D, indicated by the red arrows in Figure 1.6.
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Figure 1.6. Phase portrait of the differential equation (1.10).






Chapter 2

Existence and
uniqueness

We have seen in Example 1.6 that it is not guaranteed to have solutions to
an initial value problem, and we have seen in Example 1.7 that solutions
to an initial value problem do not need to be unique. In this chapter, we
present a theory that guarantees existence and uniqueness for solutions to
initial value problems. Luckily, the conditions we need to impose to obtain
existence and uniqueness are rather weak and fulfilled by the vast majority
of differential equation that come from applications.

1. Picard iterates

We first want to establish a procedure to show that solutions to specific ini-
tial value problems exist. The following proposition is (maybe surprisingly)
extremely helpful for this purpose, although it looks a bit like a triviality: we
just reformulate the differential equation equivalently as an integral equation
by integrating it.

Proposition 2.1 (Reformulation as integral equation). Consider the initial
value problem

T = f(t,x), x(ty) =z, (2.1)

where f: D C R x RY — R? is continuous and (to,xz¢) € D, and let X : I —
R? be a function on an interval I such thatty € I and {(t,\(t)):t €I} C D.
Then the following two statements are equivalent.

(i) A solves the initial value problem (2.1), i.e.

At) = ft,\t) forall t eI, and A(to) = xo . (2.2)

17



18 2. Existence and uniqueness

(ii) A is continuous, and we have
t
ANt)=z0+ | f(s,A(s))ds foralltel. (2.3)
to
Proof. We integrate (2.2) from ¢ to ¢ and obtain (2.3), and differentiating
(2.3) with respect to t yields (2.2). O

Note that the Riemann integration in (2.3) is higher-dimensional in general,
and higher-dimensional integration of a function g : R — R? is defined
componentwise by

fti) g1(s)ds

¢
[owas=| .

t t

0 fto ga(s)ds
provided that all integrals on the right hand side exist.
Why is (2.3) so helpful to obtain the solution A to the initial value problem
(2.1)? The reason is that A appears both on the left and right hand side of
(2.3), and we can exploit an iterative scheme to approximate it.

We first study this in a simpler setting, i.e. for an algebraic equation. Con-
sider for a > 0 the algebraic equation

a 1
= —+ —. 2.4
a 2+a ( )

This equation is obviously equivalent to a? = 2, and as above for A, the
unknown quantity a appears on the left and the right hand side of (2.4).

We define the iterative scheme
a 1
any1 = — + — forall n € Ny, (2.5)
2 Qp,
with an arbitrary starting value ap > 0. This defines a sequence {ay fnen,-
If we can show that this sequence converges with limit a, i.e. lim, o0 @y, =
G0, then we have

1 1
lim apyp = lim (a—"—i——) E— am:aﬁ_i_i?
n—00 n—oo \ 2 an 2 Uoo

SO (o SOlves (2.4).

It is easy to see that, indeed, the sequence {ay}nen, converges, since it is
both monotone (for n > 1) and bounded.

Question: Can you establish this rigorously? Figure 2.1 will help you with
that.
Motivated by Proposition 2.1 and the above iterative scheme for the al-

gebraic equation (2.4), we define the Picard iterates for the initial value
problem (2.1).
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0 0.5 1 1.5 2 2.5 3
a

Figure 2.1. In blue: the function g(a) = % + %, so that (2.5) reads as

an+1 = g(an). In red: the identity function. Both graphs intersect at

a=+2.

Definition 2.2 (Picard iterates). Consider the initial value problem (2.1),
and choose an interval J that contains tg. We define a initial function

M(t) =z forall telJ,

and inductively, the Picard iterates

t
Ans1(t) ==z + [ f(s,\n(s))ds forall t€ J andn e Ny. (2.6)

to

Note that the interval J has to be chosen appropriately, but we do not worry
about this now, since we are interested in the general principle in the first
instance. It will follow from a question on the second problem sheet that
if this sequence is uniformly convergent with the limiting function A, we

obtain
t

Ao(t) =m0+ | f(5,A0(s))ds forall teJ.

to
Note that uniform convergence is needed for lim,_,q, ftf) f(s,A\n(s))ds =

ft'; limy, 00 f(8, An(s))ds. Thus, Proposition 2.1 yields that Ay is solution
to the integral equation (2.3) and therefore solves the initial value problem
&= f(t,x), z(ty) = xo.

Please remind yourself what uniform convergence means! Can you give an
example of a sequence of functions that does not converge uniformly?

We study the procedure of Picard iteration for a simple example.

Example 2.3 (Picard iterates for & = az). We would like to compute the
Picard iterates for the initial value problem

T =ax, z(to) = o,
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where a € R is fixed. The first three iterates are

)\o(t) =Z9,
t

Ai(t) = g +/ azods = zo (1 + a(t — ty)),
t

0

Xo(t) = zp + /tt azo(1+ a(s —tg)) ds = zo (1 + alt — to) + %az(t - t0)2) .

0

It is easy to prove by induction that
it — to
_ZL‘()Z forall ne NgandteR,

and this sequence of functions converges to the limit function
Aoo(t) = zoe® %) for all t e R.

This coincides with the solution to this initial value problem we have iden-
tified in Example 1.5.

Note that we obtain global convergence of the Picard iterates for this exam-
ple (i.e. convergence for all ¢ € R, although this convergence is not uniform
on R, but uniform on any compact interval). We will see later that, in
general, under suitable but weak conditions, we obtain local convergence,
i.e. we choose a small enough compact interval J around ty. This will es-
tablish existence and uniqueness of solutions to initial value problems on a
theoretical level. From a practical perspective, however, it is not a standard
approach to look at Picard iterates to find solutions for specific systems.

2. Lipschitz continuity

We aim at uniform convergence of the Picard iterates {\, : J — R%},cn,
to a limit function Ao : J — R?, where J is compact interval. How can we
express this type of uniform convergence? We will do so by considering the
space of continuous functions on a compact interval .J, denoted by C%(J,R%).
As you have seen in the analysis course, this space is a complete normed
vector space when equipped with the supremum norm, and convergence in
this norm corresponds to uniform convergence (see Repetition Material 2).

We will see later in Section 3 that Lipschitz continuity plays an important
role in establishing uniform convergence of the Picard iterates. Firstly, the
above required uniform convergence for the Picard iterates will follow from
an application of Banach’s fixed point theorem (see Repetition Material 3),
and we need a Lipschitz constant less than 1 for this. Secondly, we will
see that a Lipschitz condition for Banach’s fixed point theorem holds due
to a certain Lipschitz condition on the right hand side f of the differential
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equation under consideration (and we note that this Lipschitz constant does
not necessarily need to be less than 1).

Recall that a vector space V over the reals is an abelian group (V,+) with
an additional scalar multiplication (V-). In particular, for x,y € V', we have
ax +by €V for all a,b € R.

Definition 2.4 (Normed vector space). A norm on a vector space V' over
the reals is a map || - || : V — R{ such that
(i) ||z|| =0« = =0 (positive definiteness),
(ii) [Jazx| = |al||x| for alla € R and x € V (absolute homogeneity),
(i) ||z +yl| < |zl + ||yl for all x,y € V (triangle inequality).

A wvector space with norm is called a normed vector space.

Examples for normed vector spaces are the finite-dimensional Euclidean
spaces R?, where d € N. In Euclidean spaces RY, we will normally use
the Euclidean norm ||z|| := y/z1 + - - + 24 for 2 € RY,
As motivated above, we will be also interested in the infinite-dimensional
normed vector space C%(J, Rd), the space of continuous functions on a com-
pact interval J.
The norm || - || of a normed vector space V' naturally describes the distance
between two vectors x,y € V. This distance is given by ||x—y||. In fact, every
normed vector space is a metric space, where the metricd : V x V — Rar is
given by

d(z,y) = |z —y| forall x,y V.

The normed vector space (V, ||-||) is called complete if every Cauchy sequence
converges in V. A complete normed vector space is called a Banach space.

As mentioned above, Lipschitz continuity is crucial for rigorously establish-
ing convergence of Picard iterates.

Definition 2.5 (Continuous and Lipschitz continuous functions). Let X be
a subset of a normed vector space (V.|| - ||v) and Y be a subset of a normed
vector space (W, || - |lw). Then a function f: X —Y is called

(i) continuous if for all x € X and ¢ > 0, there exists a 6 > 0 such
that

le—zllv <6 = |f(z) - f@)llw <e.
(ii) Lipschitz continuous if there exists a constant K > 0 such that
If(z) = f(@)|lw < K|z —Z||v foral z,z € X.

The constant K is called a Lipschitz constant.
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It is easy to see that Lipschitz continuous functions are continuous (for a
given ¢ > 0, choose 0 := ), but the reverse is not true, as Example 2.6
below shows.

2.1. Lipschitz continuity and the mean value theorem. In this sub-
section, we explore in dimension one how Lipschitz continuity is related to
the mean value theorem. Consider a differentiable function f : I — R, where
I C R is an interval. Recall that the mean value theorem says that for any
x,y € I, there exists an £ between x and y such that

f@) = fly) = —y).
This implies
f(@) = f)] = ' (©Ollz -yl (2.7)

and it is clear if the derivative f’ is bounded on the interval I, then f is
Lipschitz continuous. In particular, this holds when [ is compact and f is
continuously differentiable. We now look at some examples.

Example 2.6 (Lipschitz continuity in dimension one). We consider several
real-valued functions defined on intervals.

(i) The function x +— /z, where x € [0,1], is continuous, but not
Lipschitz continuous. Note that the function is differentiable in the
open interval (0,1) with unbounded derivative, and one can prove
this rigorously using this fact and the mean value theorem.

(ii) The function x — 2%, where z € R, is not Lipschitz continuous.
Note that the derivative x — 2z of this function is unbounded, and
one can argue as outlined in (i).

(iii) The function z +— x2, where z € [0, 1], is Lipschitz continuous with
Lipschitz constant 2, since the derivative x — 2x of this function
is bounded by 2 on the interval [0, 1]; this follows from the mean
value theorem as outlined above.

2.2. Lipschitz continuity and the mean value inequality. The above
example shows that a Lipschitz condition is closely connected to derivatives
(although, in general, Lipschitz continuous functions do not need to be dif-
ferentiable). In the one-dimensional context of this example, this followed
from the mean value theorem. We explore now in what sense this result can
be generalised to higher dimensions. It turns out that we only get a mean
value inequality (in contrast to an equality that holds in dimension one),
but that is good enough to obtain Lipschitz continuity.

Although our main interest are nonlinear mappings, we first look at linear
mappings. It is clear that for any matrix A € R"™*", the linear mapping
x — Az is continuous. To see that this mapping is Lipschitz continuous, we



2. Lipschitz continuity 23

introduce the so-called operator norm, which is a norm on the vector space
of all matrices in R™*™,

Definition 2.7 (Operator norm of a matrix). For a given matriz A € R™*™,
the operator norm of A is defined by
Az
J4 == sup 1221 (2.8)

serr\(0} Izl

Note that the three norms used in (2.8) are different (unless n = m). In
addition to the operator norm (which we define), we also use the Euclidean
norm || - || on R” and R™ here. Show as an exercise that A — || A]| is indeed
a norm.

Note that due to linearity of A, we have

Ax
lag= swp A7y |4
zerr\{0} 17| zerm\{0}

= s Az
z€RM, ||z]|=1

In particular, since the linear mapping = — Az is continuous, the above
supremum is a maximum (on the compact set S*~ ! := {x € R" : ||z|| = 1}),
so ||A]l is a finite real number. We have |[[Azx — Ay|| = [[A(z — y)|| <
|Al|llz — ||, so the mapping x — Az is even Lipschitz continuous with
Lipschitz constant ||A]|.

The following result is the appropriate analogue of the mean value theorem
in higher dimensions. As mentioned above, we do not have an equality in
general. Can you find an example? Note that an equality can be established
in the case of m = 1.

Theorem 2.8 (Mean value inequality). Consider an open set D C R™, and
let f: D — R™ be continuously differentiable. Then for all x,y € D with
[z,y] C D, there ezists a § € [x,y] such that

1 (@) = F)l < I1F Ml —yll -

Here, for any x,y € R™, the closed line segment connecting x and y is given
by [z,y] ={az+(1—a)yeR": a € [0,1]}.

Proof. Consider the function g : [0,1] = R™, g(a) := f((az + (1 — a)y).
By the fundamental theorem of calculus, we have

f(@) — f(y) = g(1) — g(0) = / ¢'(0)da = / £ (0 + (1 - a)y) (z — y) da.
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This implies
If@—=rwll = | fo f'(az+ (1 —a)y) (@ —y)da
Lemma 2.9

22 e+ (- o)) ) da

)
)
Jo I# (02 + (1 = a)y) || daflz -y

I
&

(

<

< max az + (1 —«a) T —

< max |7/ (or+ (1= a)y)lz =

= 1 ©llllz =yl
for some ¢ € [x,y]. Note that continuous differentiability of f was used in
the last step of this proof. O

It remains to prove the triangle-like inequality we used in the above proof.

Lemma 2.9 (Triangle-like inequality for integrals). Let I C R be an interval
and f: I — R™ be a continuous function. Then

| <| / 17(5)]1 ds

Proof. We first show the case tg < t. For n € N, we look at the Riemann
sum £t Z"il (to + £(t — to)), which in the limit n — oo converges to

forall t,ty e I.

f(s)ds
to

ft ds The triangle inequality implies
t—to i t—to =
n“Zf(tm@—to)) S L
i=0 1=0

and since the right hand side converges to ftt ()]l ds the statement fol-
lows. The case ty > t follows due to ft s)ds = — t  f(s)ds. O

The following statement is an immediate corollary from the mean value
inequality. It follows from the fact that continuous functions attain their
(finite) maximum on compact sets.

Corollary 2.10 (Lipschitz continuity and the mean value inequality). Let
U C R"” be open and f: U — R™ be continuously differentiable. Then given
a compact and conver set C C U, the restricted function flc : C — R™ i
Lipschitz continuous.

Note here that convexity of C' means that for any two points z,y € C, the
closed line segment lies in C, i.e. [z,y] C C.
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3. Picard—Lindelof theorem

We aim at an easily verifiable condition that the Picard iterates correspond-
ing to an initial value problem converge (at least locally in a neighbourhood
of the initial time). It turns out that a Lipschitz condition in the state space
variable x for the right hand side of a differential equation is an appropriate
condition. We first study the easiest situation where a system is globally
defined and has a global Lipschitz constant in 2. After understanding the
global case, we then show that a local Lipschitz condition is sufficient for
local existence and uniqueness of solutions.

We note that the proof of the next theorem crucially makes use of Banach’s
fixed point theorem, which is applied to a complete normed vector space,
given by the space of continuous functions on a compact interval, see Repe-
tititon Material 2 and 8.

Theorem 2.11 (Picard-Lindeldf theorem, global version). Consider an or-
dinary differential equation

b= f(t,2) (2.9)
such that the function f:R x R — RY is continuous and satisfies a global
Lipschitz condition of the form

1f(t,z) — f(t,y)|| < K|z —y| forallt €R and z,y € R?, (2.10)

where K > 0 s a constant. Define h := % Then every initial value

problem (2.9), z(to) = xo, admits a unique solution X : [tg — h, to+ h] — R

Proof. The proof is divided in three steps and relies on the construction of
a contraction P : X — X on the Banach space X := CO([tg — h,to+h],R?).
It turns out that a fixed point of P, which is obtained by Banach’s fixed
point theorem, solves the above initial value problem.

Step 1. Definition of the function P: X — X.
Due to Proposition 2.1, it follows that solving the initial value problem with
a solution A : [tg — h,tg + h] — R? is equivalent to the finding a continuous
function A : [tg — h,to + h] — RY solving the integral equation
t
At)=z0+ | f(s,\(s))ds forall t € [tg— h,to+h].

to
This in turn follows from finding a fixed point of the function P : X — X,
defined by

P(u)(t) ==z + t f(s,u(s))ds forall t € [tg— h,to+ h].
to

Note that P assigns to a function u € X another function which we denote
by P(u). To define the function P(u), we need to evaluate its value at all
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t € [to— h,to+ h|, and this is what P(u)(t) means. Note that X is a Banach
space with the supremum norm

]| oo = sup llu(t)|| for all u e X (2.11)

tE[to—h,to-ﬁ-h]

(see also Repetition Material 2). Note that the operator P is well-defined,
since the continuity of f guarantees that the integral exists. Note that P
is the function for iteratively constructing the Picard iterates; in fact, the
sequence {\, }nen, from Definition 2.2 satisfies A\, 41 = P(\,,) for all n € Np.
Step 2. P 1is a contraction.
We will prove that ||[P(u1) — P(u2)|leo < 3[lur — u||es for all uy,us € X. To
do so, let uj,us € X. Then for all t € [ty — h,ty + h], we have

1P (u1)(t) = Pluz) (@) = ‘ /t (f(s,ua(s)) — (s, u2(s))) ds

0

Lemma 2.9

t
/t Hf(s,ul(s — f(s,uz(s Hds

(2.10) t
< K| [ ui(s) —ua(s)llds

to

< K‘/ lur — usl|oo ds

1
< Khllun = uzfleo = Sllur — oo

This implies by taking the supremum over all t € [ty — h, ty + h] that
[P(u1) — P(ug)lloo = sup  |[P(u1)(t) — P(u2)(®)|| < 5HU1 — u2loo ,
tE[to—hﬂfo-ﬁ—h}

which shows that P is a contraction on X.

Step 3. Application of the Banach fized point theorem.

Since P is a contraction on a Banach space (which naturally is a complete
metric space), the Banach fixed point theorem (see Repetition Material 3)
implies that there exists a unique fixed point A : [tg — h,to + h] — R9. As
outlined in Step 1, with the help of Proposition 2.1, such a fixed point solves
the initial value problem under consideration, and since it is the unique fixed
point, the solution to this initial value problem is unique on the interval
[to — h,to + h]. O

Note that the Lipschitz condition (2.10) is a strong assumption, and al-
though some very important differential equations fulfill it (such as au-
tonomous linear systems, studied later in Chapter 3), it is not true for most
interesting differential equations. As an example, consider, for instance, the
differential equation & = ta? from Example 1.8. However, it turns out that
for this differential equation, solutions to any initial value problem exist lo-
cally and are unique. The reason is that the existence of a local Lipschitz
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condition is enough. In the following definition, we distinguish between the
global Lipschitz condition (2.10) and its local version.

Definition 2.12 (Global and local Lipschitz continuity). Let D C R x RY
be open, and consider a function f : D — R?,

(i) f is said to be globally Lipschitz continuous (with respect to x) if
there exists a constant K > 0 such that

1f @t x) = f(&y)l < Kllz =yl forall (t,z),(t,y) € D.

(ii) f is said to be locally Lipschitz continuous (with respect to x) if
for all (to, zo) € D, there exists a neighbourhood U C D of (to, o)
and a constant K > 0 such that

1f(t,2) = & y)l| < Kllw =yl for all (t,2),(t,y) €U.

The global version of the Picard-Lindel6f theorem says that, under global
Lipschitz continuity, solutions to all initial value problems exist locally and
are unique. Such a statement is true even under the weaker assumption
of local Lipschitz continuity. However, in contrast to Theorem 2.11, the
interval length 2h on which the solution exists will depend on the specific
initial value.

Theorem 2.13 (Picard-Lindelsf theorem, local version). Let D C R x RY
be open, and consider a function f : D — RY that is continuous and locally
Lipschitz continuous with respect to x. Consider for a fized (to,xo) € D the
initial value problem

z = f(t,z), z(ty) = xo . (2.12)
Then the following two statements hold:

(i) Qualitative version. The initial value problem (2.12) has locally a
uniquely determined solution, i.e. there exists a h = h(to,xo) > 0
such that (2.12) has exactly one solution on [ty — h,to + h].

(ii) Quantitative version.  Consider for some 1,6 > 0 the set
W™(tg, 20) := [to — T,to + 7] x Bs(wg), where Bs(xg) = {ZL‘ €
R?: ||z — || < 8} is the closed §-neighbourhood of zg. We assume

that W™ (tg, 29) C D, and we suppose that there exist K, M > 0

such that
1£(t,2) = F(E )| < Kllw =yl for all (t,2), (t,y) € W™ (to,z0) (2.13)
and
If(t, )| <M for all (t,) € W™ (tg, z0) . (2.14)

Then (2.12) has exactly one solution on [ty — h,ty + h], where h =
h(to, zp) := min{r, %, %}
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The proof of the local version of the Picard—Lindel6f theorem is similar to
the global version, and it will be skipped here for this reason. The full proof
is given in Fxtra Material 1.

The following proposition shows that if the right hand side of a differential
equation is continuously differentiable, then it is locally Lipschitz continuous,
and local existence and uniqueness of solution holds.

Proposition 2.14 (Continuous differentiability and Lipschitz continuity).
Consider an open set D C R xR% and a continuously differentiable function
f:D — R Then f is locally Lipschitz continuous with respect to x, and
thus, every initial value problem involving a differential equation with right
hand side f can be solved locally uniquely.

Proof. Since D is open, for each fixed (tg,z¢) € D, there exists a compact
and convex neighbourhood U of (ty,zp). Since f is continuously differen-
tiable, and U is compact, there exists a K > 0 such that

of

= (t
e
Due to the mean value inequality (Theorem 2.8), for any (¢,x), (t,y) € U,
there exists a & € [z,y] with

<K forall (t,§)eU. (2.15)

9 (2.15)
)= Sl < || S| e - °<” Ko -,

Hence, f is locally Lipschitz continuous (with respect to x), and thus, The-
orem 2.13 implies the assertion. [l

The following lemma shows that two solutions cannot cross.

Lemma 2.15 (Solutions cannot cross). Let D C R x R? be open, and
consider a function f : D — R® that is continuous and locally Lipschitz
continuous with respect to x. Consider two solutions of

'ﬁ = f(t7 x) )
given by A : I — R and p = J — R?, where I and J are intervals. Then
either

At)=u(t) forall telInd

or
A(t) # p(t) forallteINnd.

Proof. Assume to the contrary that A(tg) = u(to) for some ty € I'NJ, and
A(#) # p(t) for some ¢ € I N J. Without loss of generality, we assume that
t > to. Define

t* :=sup {t > to : A(t') = pu(t') for all ¢’ € [to, 1]} .
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Due to Theorem 2.13, we get t* > t3, and due to continuity of A and pu,
we have A(t*) = p(t*). Now both A and p solve the differential equation
with the initial condition z(t*) = A(¢*). Thus, Theorem 2.13 implies unique
solvability of this initial value problem around t*. This contradicts the
definition of ¢t* and finishes the proof of this lemma. O

4. Maximal solutions

Let D C R x R? be open, and consider a function f : D — R¢ that is
continuous and locally Lipschitz continuous with respect to . For a given
initial pair (t9,zo) € D, consider the initial value problem

T = f(t,x), z(to) = xo - (2.16)

In the last section, we have shown that we obtain a local solution to (2.16),
given by an interval of length 2h around tg. In this section, we prove that
there exists a maximal time interval around t( (containing [tg — h,to + h])
on which the solution to (2.16) exists. We also discuss the behaviour of this
solution when time approaches the left and right points of this maximal time
interval.

Definition 2.16 (Maximal existence interval). Consider the initial value
problem (2.16). We define

I (to, wo) :=sup {t4 > to : there exists a solution to (2.16) on [to,t4]},
I_(to, o) := inf {t_ < tq : there exists a solution to (2.16) on [t_,to]},

and the interval Lya.(to, zo) := (I—(to, zo), I+ (to, z0)) is called the maximal
existence interval for the initial value problem (2.16).

In the following theorem, we clarify the question of existence of a solution on
the time interval I,;,4. (%0, xo) and the boundary behaviour of this solution.

Theorem 2.17 (Existence of the maximal solution and boundary be-
haviour). There exists a maximal solution Amaz : Imaz(to, To) — R® to the
initial value problem (2.16), i.e. any other solution to this initial value prob-
lem is defined on an interval that is a subset of Iaz(to, o). The mazimal
solution has the following two properties:

(i) If I+ (to, xo) is finite, then either the mazximal solution is unbounded
fort > ty, i.e.

sup ||)\max(t)|| =00, (2‘17)
te(to, I+ (to,xo0))

or the boundary 0D of D is nonempty, and we have

lim  dist ((¢, Apaz(t)),0D) = 0. 2.18
ol dist (1 M (1), 0D) (218)
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(i) If I_(to,xo) is finite, then either the mazimal solution is unbounded
fort <ty, i.e.

sup [ Amaz (t)|| = 00,
tG(I_ (to,xo),to)
or the boundary 0D of D is nonempty, and we have

lim  dist ((£, Amaz(t)),0D) = 0.
N - (t0,0) (( ®) )
Here, for a given set A C R™, the function dist(-, A) : R® — R{ is defined
by
dist(y, A) :=inf {|ly —a| : a € A} for all y € R™.
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Figure 2.2. Illustration of possible boundary behaviour of the maximal solution.

Proof. Step 1. The existence of the maximal solution.

Choose t € Iaq(to,z0). Due to Definition 2.16, there exists a solution
p 2 I — R? of the initial value problem (2.16) such that € I and ¢y € I.
We note that due to Lemma 2.15, all solutions to this initial value problem
having ¢ in their domain must coincide at the time ¢, and we define A, () =
u(t), and clearly also Monas (t) = f(t, Amax(t)). Since t was chosen arbitrarily,
this defines the maximal solution in the open interval I,,,q.(to, o). We also
note that the maximal solution cannot be defined on the endpoints of the
(open) interval I,,q4(to, o), since via the local version of the Picard-Lindel6f
theorem, we would be able to extend this solution beyond either I_(tg,x¢)
or I (to, x0), and thus contradicting Definition 2.16.

Step 2. Proof of (i).

Assume that both (2.17) and (2.18) do not hold. Hence, there exists an
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M > 0 and a sequence {t,, }nen with lim, o t,, = I+ (to, xo) and

1
[Amaz(tn)|| < M and  dist ((tn, Amaz(tn)), D) > i for all n € N.

(2.19)
The sequence {(tn, Amaz(tn)) tnen is bounded, and thus, there exists a con-
vergent subsequence (tn, , Amaz(tn,)) — (t*,2*) € D as k — oo (we have
t* = I, (to, x0)). Note that (t*,2*) € D, because of the second part of (2.19).
Due to an exercise on the current problem sheet, in a neighbourhood W of
(t*,z*), there exists a h = h(W) such that all initial value problems with
initial values (¢, 2") € W, there exists a solution on the interval [t' —h,t +h].
Due to (tnk,)\mw(tnk)) — (t*,2*) € D, there exists an N € N such that
(tny> Amaz(tn,)) € W for all K > N. This implies that ¢,, + h > t* for large
k € N, and thus, the solution can be extended beyond t*, which contradicts
the maximality of the solution Apqz.

The proof of (ii) is analogous. O

Example 2.18. For a fixed parameter a > 0, we consider the autonomous
differential equation

i =z, (2.20)

the right hand side of which is defined for all z > 0 (and formally for all
t € R), so the domain of (2.20) is given by D = R x RT. We consider the
initial condition x(0) = 1. Using separation of variables (see description
before Example 1.8), we can compute the maximal solution depending on
the parameter @ > 0. It is clear that for the linear case o = 1, we have
M maz(t) = €', and for a # 1, we get

Aaymaz(t) = (1+ (1 — a)t)ﬁ .

Note that the maximal existence intervals, on which these solutions exist,
are given by

(ﬁ,oo) : ae(0,1),
Iomaz(0,1) = (—00, 0) D a=1,
(—oo,ﬁ) o a€(1,00),

and depend on « (see also Figure 2.3).

Both situations described in Theorem 2.17 (explosion or convergence against
boundary of D) can occur. For o € (0,1), Iy maqe is bounded below, and the
solution convergence to the boundary of D (which is the t-axis R x {0}). On
the other hand, for a € (1,00), o maz is bounded above, and we see that
the solution converges to infinity when approaching the upper boundary
of Ia,maz-
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Figure 2.3. Ao maz for o € (0,1) (left), and Aa,mas for a € (1,00) (right).

5. General solutions and flows

After studying solutions for specific initial value problems, we introduce
notion of a general solution and a flow that comprise all solutions of a
differential equation (provided conditions for local existence and uniqueness
are satisfied).

5.1. General solutions. We first will deal with nonautonomous differ-
ential equations before providing a simpler approach for the autonomous
special case.

Consider an open subset D C R x R? and a continuous and locally Lipschitz
continuous right hand side f : D — R? of the differential equation

T = f(t,z). (2.21)
The notion of a general solution is explained in the following definition.

Definition 2.19 (General solution to a nonautonomous differential equa-
tion). Consider the nonautonomous differential equation (2.21), and define

Q.= {(t,to,xo) e RIFI+d . (to,x0) € D and t € Imax(to,xo)} )
Then the function X : Q — R?, defined by
A(t, to, ©0) = Amaz(t, to, o) ,

where Amag %S defined as in Theorem 2.17, is called the general solution of
(2.21).

Note that in the setting of Theorem 2.17, the initial pair (¢, z¢) was fixed,
but here we vary it to combine the maximal solutions to all initial value
problems in one notion, so we indicate the dependence of A, (%, to, z¢) on
this initial pair here.
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This means that a general solution is a function that brings together all
maximal solutions of initial value problems. Using the notion of a general
solution, the solution identity then reads as

%(tatml@) = f(tv)\(tvt()ax())) for all (t7t05$0) € Q? (222)

where a partial derivative has to be used, since the time ¢ is not the only
argument in the general solution.

We first study a simple example.
Example 2.20. We consider the ordinary differential equation (1.1) from
Example 1.1, given by

T =ax,
where a € R. We have seen already in Example 1.1 that each initial condition
x(ty) = xo leads to a unique solution

Amaz (t) = 20e®@%) for all t e R,
and we have I, (to, z0) = R. Hence the general solution is given by
At to, x0) = zoe®0) for all (t,to, x0) € Q,
where the domain € is given by Q = R x R x R,

The general solution has the following fundamental and important proper-
ties.

Proposition 2.21 (Properties of the general solution). Consider the nonau-
tonomous differential equation (2.21), and let (to,z0) € D. Then for all
s € Imaz(to, o), we have

Imax(saA(Svthl‘O)) = Imax(thxO) ) (223)
A(to, to, zo) = o, (2.24)
)\(t, s, (s, to,azo)) = Mt,to,z0) for all t € Inax(to,xo) - (2.25)

The identity (2.24) is called initial value property, while (2.25) is called
cocycle property.

Question: Can you explain the identities (2.24) and (2.25) in words?

Proof. The identity (2.24) is clear. Due to s € Ia.(to, zo), we have
(s, A(s,to,x0)) € D, and we consider this as initial pair. Then the func-
tions pi(t) = A(t,to, o) and pa(t) := A(t, s, A(s, to,x0)) are maximal so-
lutions to the initial value pairs (tg,z¢) and (s, A(s, g, x0)), and obviously,
u1(s) = pa(s) = A(s,to,zp). Due to uniqueness of solutions and the fact
that both gy and po are maximal solutions, we get py = po. This implies
(2.23) and (2.25). O
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5.2. Flows. A simpler situation is given when the differential equation un-
der consideration is autonomous. We consider an open subset D ¢ R? and
a locally Lipschitz continuous right hand side f : D — R¢ of the differential
equation

= f(z). (2.26)
The simplification is due to the fact that, because of the translation invari-
ance of autonomous differential equations, as proved in Proposition 1.9, the
general solution to an autonomous differential equation does not depend on
the actual time and initial time separately, but only on the elapsed time
(which is the difference between these two times). More precisely, let A
denote the general solution to (2.26). Then we get

)\(t, to, .’L‘o) = )\(t — to, 0, 330) for all ¢t € Im,w(to, wo) R
as well as
Imax(t(]axO) = Ima:(:(oa -TO) +tp 1= {tO +i:t¢€ Imax(0,$0)} ) (227)

and this motivates the definition of a flow of the autonomous differential
equation (2.26).

Definition 2.22 (Flow of an autonomous differential equation). Consider
the autonomous differential equation (2.26), and define for any initial value
xo €D,

Jmax(xO) = Imaz(oa xO) (228)
and

o(t,xo) = A(t,0,20) for all t € Jaz(zo) -

The function (t,zo) — @(t,xo) is called the flow of the autonomous differ-
ential equation (2.26).

Analogously to (2.22) in the nonautonomous case and for the general so-
lution, using the flow of an autonomous differential equation, the solution
identity reads as

(?;f(t, xo) = f((p(t, xo)) for all g € D and t € Jyaz(xo) -

We first consider a simple example.
Example 2.23. The differential equation
T =ax
considered in the recent Example 2.20 to illustrate the notion of a general
solution is an autonomous differential equation, so we can consider this in

the setting of flows also. As explained above, the general solution of this
differential equation is given by

A(t, to, x0) = xoea(t_to) for all (¢,t9,x0) € R1+1+d
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Hence, the flow of this differential equation is given by the function

SO(t, $0) = )‘(t7 07 xO) = xoeat

We note that normally flows are denoted as ¢(t, z) rather than (¢, x¢), and
we will use the more usual notation in the following.

Flows have the following properties, which correspond naturally to the prop-
erties of general solutions studied in Proposition 2.21.

Proposition 2.24 (Properties of the flow). Let ¢ be the flow of the au-
tonomous differential equation (2.26). Then for any x € D, the following
statements hold.

Imaz(p(t,x)) = Jmaz(x) =t for all t € Jpaz(x), (
¢(0,2) ==, (2.

o(t,o(s,x)) =@t + s,x)  for all t,s with s,t+ s € Jpaz(), (

o(—t,p(t,x)) =z for all t € Jpaz(x). (

The identity (2.30) is called initial value condition, while (2.31) is called
group property.

Proof. Let A denote the general solution to (2.26), and let I,,, denote the
maximal existence intervals corresponding to A.

(2.29): We have

Tmas(@(t,2)) = Tmas(A(t,0,2)) (2§8)Imax(0,)\(t,0,x))

= L (0,00, =1, 2)) ®2 Lga(—t, )

Iaz(0,2) — t = Jpaa () — £,

where we used translation invariance in the third equality.
(2.30): From (2.24), it follows that ¢(0,2) = A(0,0,2) =z
(2.31): We have

(p(t, (p(S, .CC)) = A(tv 0, )‘(37071')) = )‘(t + s, s, )‘(5707 :IZ))
229 At +5,0,2) =p(t+s,2).

(2.32): This follows from ¢(—t, p(t,z)) (231 o(—t+t,x) (30 . O

As explained in Subsection 3.2 of Chapter 1, for visualising autonomous
systems, we project solution curves from the extended phase space to objects
(called orbits or trajectories) in the phase space. By doing so, we obtain the
phase portrait of the differential equation.
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Definition 2.25 (Orbits or trajectories). Let ¢ be the flow of the au-
tonomous differential equation (2.26). For all x € D, we call the set

O(x) :={p(t,x) € D : t € Jyaz(2)}
the orbit (or trajectory) through x. In addition, we call OF (z) == {¢(t,z) €
D :t € Jpao(z) NRY} the positive half-orbit through x, and O~ (z) =
{o(t,z) € D : t € Jaz(x) NRy } the negative half-orbit through x.

The geometric picture is that the domain D of the right hand side f is
partitioned into orbits of ¢. There are essentially three different types of
orbits O(z) for x € D.
(i) O(z) is a singleton. This implies f(z) = 0 (see also Proposi-
tion 1.3), and Jpegz(x) = R. The point z is called equilibrium.

(ii) O(z) is a closed curve, i.e. there exists ¢t > 0 such that p(t,z) = z,
but f(z) # 0. This implies Jya.(z) = R. The point z is called
periodic, and O(x) is called periodic orbit.

(iii) O(x) is not a closed curve, i.e. the function ¢ — (¢, x) is injective
on Jpaz ().

We identify all three types of points in the following example.

Example 2.26. Consider the autonomous two-dimensional differential
equation

Q'U:y—i—x(l—xQ—yQ),
j=-z+yl—a>—y%),

for which it is possible (via polar coordinates leading to the differential
equation 7 = r(1 — 72),¢ = —1) to obtain the expression

1 (m cos(t) + ysin(t)>

ycos(t) — xsin(t)

p(t,r,y) =
V

224+ y?+ (1 —a?—y?)e 2
for the flow of the system, see Figure 2.4 for the phase portrait.

It is easy to see that all three trajectory types are present in this example.
The point (0,0) is the only equilibrium, and there exists a periodic orbit
0(0,1). All other orbits are not closed curves, and they converge in forward
time to the periodic orbit. It is clear that it makes sense to call the periodic
orbit stable, while the equilibrium (0, 0) is called unstable. We will formally
introduce these so-called notions of stability later in this course.

The situation is a bit simpler in the one-dimensional case, where periodic
orbits cannot occur. The proof of the following proposition is left as an
exercise.
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-2 -1 0 1 2
X

Figure 2.4. Phase portrait of the differential equation from Example 2.26.

Proposition 2.27 (Orbits of one-dimensional differential equations). Con-
sider the autonomous differential equation (2.26), where d = 1. Then all
solutions are monotone, and there do not exist periodic orbits. This means
that a trajectory is either a equilibrium or a non-closed curve.

The following remark addresses smoothness properties of general solutions
and flows.

Remark 2.28 (Continuity and differentiability of general solutions and
flows). Note that the general solution (as a function of three variables) and
the flow (as a function of two variables) is continuous. The proof of this fact
is lengthy and not very insightful, so we do not cover this in this course. In
addition, if we have more regularity of the right hand side, such as continuous
differentiability, one can even prove that the general solution and the flow
are also continuously differentiable. These are important results, since in
many problems, one is interested in variation of the initial conditions (and
also of parameters of the system, for which similar results hold).






Chapter 8

Linear systems

Although the most interesting differential equations in applications are non-
linear, the class of linear systems is very important, because they allow to
describe a first-order approximation of the behaviour of solutions close to a
given reference solution. Consider such a solution y : I — R? of a differential
equation

@ = f(t,z). (3.1)

Then the linearisation along the reference solution y is given by

=:A(t)eRdxd

where the right hand side is a (time-dependent) linear function, the matrix
of which is given by the derivative of the (differentiable) function f evaluated
along the solution. In general, i.e. if the differential equation (3.1) is nonau-
tonomous, or the solution u is not constant, then the matrix A depends on
time ¢, which makes the situation quite complicated. This is due to the fact
that nonautonomous linear systems @ = A(t)x are not solvable in general,
while there exists an explicit representation for the flow of an autonomous
linear system & = Ax. For this reason, we focus on the autonomous case,
which is obtained when we linearise an autonomous differential equation
# = f(x) in an equilibrium z*, leading to the linear system & = f’(x*)x.

1. Matrix exponential function

We consider the linear differential equation

i= Az, (3.2)

39
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where A € R¥9, Since || Az — Ay| = ||A(z — )| < ||Al|||z — y||, this system
is globally Lipschitz continuous with Lipschitz constant ||Al|, and due to
the global version of the Picard-Lindeldf theorem (and an exercise from a
problem sheet), solutions to every initial value problem exist on R and are
unique, and this generates a globally defined flow ¢ : R x R — R

Due to the Picard-Lindel6f theorem (Theorem 2.11), solutions can be ob-
tained locally by convergence of Picard iterates (A, )nen, on some interval
J C R as defined in (2.6). We fix an initial value 2y € R? and are inter-
ested in how the solution corresponding to the initial condition z(0) = xg
looks in a neighbourhood J of 0. Note that the following analysis generalises
Example 2.3.

We define the initial function A\o(t) := zo for all t € J, and the iterates as
defined in (2.6) read as

Nsr (1) = POW)(E) = 20 + /0 " AN (s) ds.

Then for all ¢ € J, we have
t
A1 (t) =z + / A)\O(S) ds = xg + tAxg,
0

t 2
)\Q(t) =g+ / A)\l(S) ds = xg + tAxg + %A2l‘0 .
0

By induction, we obtain

t2 " "tk Ak
M(t) = mo +tAzg + —A%xo + -+ —A"zg = Y
2 n! — k!

xIQ -

So the solution to the initial value problem (3.2), z(0) = =, is given locally
around £ = 0 by
— thAF
Aoo(t) = @(t, o) = ety , with ed? := —5— with A’ =1d;. (3.3)
— k!
The proof of the Picard—Lindel6f Theorem 2.11 shows that this infinite sum
exists (i.e. the series converges) whenever [t| < h for some h > 0. We will
demonstrate later that it exists for all ¢t € R.

At

For a given matrix A € R%*? the function t — e is called the matriz

exponential function.
To prove that the matrix exponential function exists for all ¢ € R, we need

the following lemma (recall the definition of the operator norm of a matrix
from Definition 2.7).
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Lemma 3.1 (Sub-multiplicativity of the matrix norm). For two matrices
B,C € R¥™4 we have

IBC < [IBllC]- (3-4)

Proof. For any 0 # z € R?, we have

I1BCz|| < [|BJ[[|C|| < | BI[[IC][[|]]

and thus, || B||||C]| is an upper bound for HﬁCﬁvH which finishes the proof. O

Proposition 3.2 (Existence of the matrix exponential). Consider a matriz
B € R4, Then its matric exponential

exists and is a matriz in R4,

Proof. Due to Lemma 3.1, we have ||B¥|| < ||B||* for all & € N. This

implies
GBI _ Z ||B||k > Z ||Bk||
| B

Hence, using the comparison test, we see that the series y 7° 7 is con-
vergent. Define the sequences

Z

and note that due to the above observation, the sequence {ay, },en converges.
For n > m, the triangle inequality implies that

|5 kH and b —zn:B—k for all n € N
"k ’

—Bk

1bn — bm|| = Ll

3 g = ton =l
k=m+1

Since {ap }nen is a Cauchy sequence, this inequality shows that {b, }nen is
a Cauchy sequence as well, and it is convergent in R4*, ([l

We have seen that in (3.3) that the flow of (3.2) (& = Az) is given locally
around t = 0 by ¢(t,2) = eA*z. We show now that this holds for all ¢ € R.

Theorem 3.3 (The flow of an autonomous linear differential equation).
Consider the autonomous linear differential equation (3.2) with coefficient
matric A € R Then the flow ¢ : R x R* — R? generated by this
differential equation is given by

o(t,z) = etz forall t eR.
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Proof. Step 1. We show that eAt+9) = eAleAs for any t, s € R.
We have
KAZ > X tk £ Ak+L

P Vit

and setting n = k + ¢, so that k =n — £, we get

t Ak >
6AteAS _ Z

=0

o0

At As OotknkAn : k _n—k
e e ZZ Znuzkvn_ s

n=0
_ Z A" (t +5)" — QA(t+s)

N n!
n=0

Step 2. We show that p(t, ) = eMxq for all t € R.
We know already from (3.3) that there exists h > 0 such that

o(t,z0) = eMag for all t € [~h,h].

Let t € R and choose N € N with % € [—h,h]. Then the group property
(2.31) of ¢ implies

o(t,z0) = (5, ¢(Fs - e(F7:%0) - - )

~
Ntimes

N
LA Ste 1 t
H LA P ANL 0 = oAy

This finishes the proof. O

The matrix exponential has the following important properties. The proof
is left as an exercise.

Proposition 3.4 (Properties of the matrix exponential). Consider matrices
B,C,T € R¥>? such that T is invertible. Then the following statements hold.

i) If C =T7'BT, then ¢¢ = T~1ePT.
(i) f
(i) e P = (e B)fl.

) If BC = OB, then eBTC = eBeC.

)

(iv) If B is a block dzagonal matmx B diag(By, ..., Bp) with matrices
By, ..., By, then eP = diag(eP1, ..., ePr).

(iii

Question: Why does (iii) of Proposition 3.4 not hold in general? Can you
find matrices B, C' € R4 such hat eB+¢ £ eBel?
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2. Planar linear systems

We look first at the two-dimensional case, and we would like to have an
explicit representation of the flow e for an autonomous linear differential
equation

= Ax,

where A € R?*2. In addition, we would like to understand what different
types of phase portraits we can get.

We transform the matrix A in Jordan normal form J = T~'AT, where the
transformation matrix T € R?*? is invertible. Using Proposition 3.4 (i), we
get et = Te/'T—1, and it remains to understand e’ for two-dimensional
Jordan normal forms J.

There are four different cases:

(C1) A has two different real eigenvalues a,b € R: J = (&9).

(C2) A has a double real eigenvalue a € R with two linearly independent

eigenvectors: J = (a9).

(C3) A has a double real eigenvalue a € R with only one eigenvector:
J=(§a):
(C4) A has complex pair a = ib of eigenvalues with b # 0: J = (%4 b).

We first study the situation for all cases when the matrix is not singular,
i.e. 0 is not an eigenvalue of A.

I. The matrix A is not singular.
I.(C1) J=(29), where a,b € R\ {0} and a # b.
We get

at
elt = <e0 e?’t> for all t € R.

This means that for any (g, y0) € R?, the trajectory is given by O(xg,y0) =
{e?'() + t € R} = {(zoe™, yoe'") : t € R}. We see that apart from
the equilibrium (0,0), the four half axes are trajectories. Outside of these
trajectories, we obtain the representation

b

O(x0,y0) = {(m,yo(f—o) ) cR?. x > O}.

Lo

We obtain the following phase portraits, depending on the order and sign of
a and b.



44 3. Linear systems

a<b<0

stable knot
with two tangents

Y
8 o <

N

S
N N7

a<0<b
saddle

O0<a<bd

unstable knot
with two tangents




2. Planar linear systems 45

I.(C2) J=(gY), wherea € R\ {0}.
We get

at
et = (€ Ot forall teR.
ea

This means that for any (g, yo) € R?, the trajectory is given by O(xg,y0) =
{e?' () : t € R} = {(woe™, yoe™) : t € R}. We see that apart from
the equilibrium (0,0), the four half axes are trajectories. Outside of these
trajectories, we obtain the representation

O(zo,y0) = {(m,xi—g) eR?: 2 > 0}.

Zo

We obtain the following phase portraits, depending on the sign of a.

a<0

stable knot = f
with many tangents

a>0

unstable knot
with many tangents
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I.(C3) J=(g&l), wherea € R\ {0}.

It follows from an exercise that

at at
elt = (60 t:at> for all t € R.

This means that for any (0, y0) € R?, the trajectory is given by O(x¢,y0) =
{e«’t(ijg) :t e R} = {(a:oe“t + yoteat,yoeat) 1t € R}. We see that apart
from the equilibrium (0, 0), the two half z-axes are trajectories. Outside of
these trajectories, we obtain the representation

O(x(hy(]) = {(%Q‘F%lny%:y) €R2 . % >0}

We obtain the following phase portraits, depending on the sign of a.

a<0

stable knot =
with one tangent

a>0

unstable knot
with one tangent




2. Planar linear systems 47

I.(C4) J=(%7Y), where b€ R\ {0}.

It follows from an exercise that

Jt _ at [ cos(bt) sin(bt)
et =e (_ sin(bt) cos(bt) for all t € R. (3.5)

This means that for any (zg, o) € R?, the trajectory is given by

O(z0, o) = {eJt @g) te R}

xq cos(bt) + yo sin(bt)

- {eat <y0 cos(bt) — mg Sin(bt)) (e R} ,

We obtain the following phase portraits, depending on the signs of @ and b

a<0,b>0 = ‘:-’ )
stable focus

X
a<0,b<0 = j:

stable focus
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a=0,b>0 =
centre K
X
a=0,b<0 =
centre \
£
a>0,b>0 - ®
unstable focus =
£
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a>0,b<0 =

unstable focus

II. The matrix A is singular.
II.(C1) J=(89), where a € R\ {0}.
We get

at
eJt:<e ?) forall teR.

This means that for any (o, y0) € R?, the trajectory is given by O(xo,y0) =
{eJt(gjg) :teR} = {(eatxo,yo) it e ]R}.
We obtain the following phase portraits, depending on the sign of a.
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a>0

II.(C2) J= (88).

In this trivial case, the whole phase space consists of equilibria.
IL(C3) J=(§})-

We get

1 ¢
Jt
e —<0 1) for all t e R.

This means that for any (o, y0) € R?, the trajectory is given by O(xg,y0) =

et ( w ) = {(mo +yot,yo) : t € R}. Note that the z-axis consists of equilibria.

The phase portrait is given as follows.

;b ®® ® 0600000000000 000

<

<

Z

IT.(C4) This case does not exist, since a two-dimensional matrix without
real eigenvalues cannot have eigenvalue zero.
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We note that while we know now everything about two-dimensional phase
portraits for differential equations in Jordan normal form, the question re-
mains how phase portraits look like when the system is not in Jordan nor-
mal form. Firstly, note that, given a general two-dimensional linear system
& = Az, we transform the matrix 4 € R?*2 in Jordan normal form via
J = TYAT, where the transformation matrix 7' € R?*? is invertible. Using
Proposition 3.4 (i), we have e4? = Te/*T~! but what does this mean for
the phase portrait? In an exercise, you show that the phase portrait of the
original system & = Ax is the result of applying the linear transformation T°
to the phase portrait of system in Jordan normal form.

We close this section on two-dimensional linear systems with a remark con-
cerning the importance of the eigenvalues of A with regard to both expo-
nential growth and rotation.

Remark 3.5 (Meaning of real and imaginary part of the eigenvalues of A).
It turns out that in all two-dimensional examples, the eigenvalues are char-
acteristic for both the strength of exponential growth and rotation of the
solutions of the corresponding linear differential equation & = Az.

(i) Rate of exponential growth. The real part of the eigenvalues of
A determine rates the exponential growth behaviour of solutions
At) = e (xg,10) ", where t € R. Note that if a function p: R —
R\ {0} is growing exponentially, for instance, if u(t) = e for some
a € R, then the exponential growth rate can be obtained as

1 1 at
lim n u(t) _ Ine™

t—00 t t

This is still true if the exponential growth is not purely expo-
nential, for instance, an easy calculation shows that the function
u(t) = t"e, where n € N, will give the same exponential growth
rate a (note that we see such a function in Case 1.(C3)).

This motivates the definition of a Lyapunov exponent correspond-
ing to the above solution A, where we assume that the initial con-

dition (xo,y0) # (0,0).

In [|A(¢
OLyap(A) == lim LH @Il

t—o00 t ’

provided the limit exists. As can be checked easily, it turns out in
our all of our two-dimensional examples that the limit exists and
is equal the real part of one of the eigenvalues of the matrix A.
Note also that a solution exponentially decays if o7,yq,(A) < 0 and
exponentially increases if o7yqp(A) > 0.

(ii) Rate of rotation. As can be seen in the examples, solutions only ro-
tate in Case 1.(C4). This is the only case where the eigenvalues are
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not real, and it can be seen that the absolute value of b determines
the speed of rotation, while the sign of b determines the orientation
of rotation: it goes in clockwise if b > 0, and anti-clockwise if b < 0.

It will turn out in a moment that these two-dimensional observations are
true in higher-dimensions as well, see the formulas for the matrix exponential
in Proposition 3.8 below.

3. Jordan normal form

We now aim at studying the higher-dimensional case, and we would like
to have an explicit representation of the flow e* for an autonomous linear
differential equation

T = Ax,

where A € R4, As before, the Jordan normal form plays a crucial role,
since, as we will see later, it is easy to compute the matrix exponential
function corresponding to the Jordan normal form of A.

We first look at the complex Jordan normal form of A. The transformation
matrix (called T below) leading to this Jordan normal form may be complex
in this case when there are complex eigenvalues. When looking at the real
Jordan normal form in the next step, we will be able to remove the complex
entries in the transformation matrix, in order to arrive at the real Jordan
normal form.

Theorem 3.6 (Complex Jordan normal form). Consider a matriz A €
R Then there exists a matriz T € C*? so that under a basis transfor-
mation with the matriz T, we obtain the complex Jordan normal form

Ji 0
J:=T7'AT = - ;
0 7,
with the so-called Jordan blocks
Pj 1 0 0
0 p 1 0
Jj = forall j€{1,...,p}, (3.6)
0 pj 1
0 0 0 p
where the pj, j € {1,...,p}, are complex eigenvalues of the matriz A (some

of which may be the same).
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Note that if J; is a 1 x 1 matrix, then J; = (p;), and if J; is a 2 X 2 matrix,

then
_(ri 1 )
J; = .
! ( 0 pj

You have encountered the complex Jordan normal form already, and we will
not prove this theorem here, and we refer to Repetition Material 4 for a
more details how to compute the complex Jordan normal form.

We cover in more detail now the real Jordan normal form.

Theorem 3.7 (Real Jordan normal form). Consider a matriz A € R4,
Then there exists a matriz T € R so under basis transformation with the
matriz T, we obtain the real Jordan normal form

Ji 0
J: =T 1AT = ,
0 Jp

where the Jordan blocks J;j are either as in Theorem 3.6, i.e. given by (3.6),
in case the eigenvalue p; is real, or, in case the eigenvalue p; is complex,

C; Idy 0 0
0 C; Idy 0
Ji = : (3.7)
0 C; 1d
0 0 0 G

where C; = < ag 2j> with p; = aj + 1b;, and Idy = <(1) ?)
Y 4

Note that if J; is a 2 X 2 matrix, then

a; b;
g (@ a) ‘
’ <—bj a;

We also do not prove this theorem, but would like to understand how to
construct the matrix 7" to obtain the real Jordan form, given by the matrix J.

Question 1. Why does the real Jordan normal form consist of blocks of the
form C;? We demonstrate this here for the two-dimensional case. Assume
that we are in the situation of (C4) in Section 2, i.e. the matrix A € R?*2
has the complex eigenvalues p = a+ib with b % 0. Then the complex Jordan
normal form reads as

Jcomplex = <a _g ib a E Zb) .
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Assume that u + iv with u,v € R? is complex eigenvector for the eigenvalue
a+ b, i.e.

A(u +iv) = (a + ib)(u + ). (3.8)
We note that the vectors v and v are linearly independent in R?. To see
this, assume they are linearly dependent, i.e. v = ~vyu for some real value
v # 0. Hence u+ v = (1 + iy)u. Then (3.8) implies that (1 + iy)Au =
(a + ib)(1 + i7y)u, which leads to

Au = (a +ib)u,

and we get a contradiction, since the left hand side is vector in R?, but not
the right hand side. We now look at action of the linear mapping on the
basis vectors u and v of R%2. Comparing real part and imaginary part of
(3.8) implies that

Au = au — bv
Av =bu+ av,

which gives the desired Jordan normal form (fb 2) corresponding to the

basis {u,v}. Note that the sign of b is not unique in the Jordan form. In
fact, taking —v instead of v as basis vector changes the sign of b. Note also
that taking complex conjugation on both sides of (3.8) implies that u — v
is eigenvector for the eigenvalue a — ib.

Question 2. How do we compute the matriz T € R™%? We assume that
we know the complex Jordan normal form already, with the transformation
matrix. Note that the non-real eigenvalues appear in complex conjugate
pairs a; + ib; and a; — ib; with b; > 0. Now ignore all blocks with b; < 0
and replace the bases of complex generalised eigenvectors and eigenvectors
corresponding to a; + ib; with b; > 0, given by wq, ... ,wfij, by the column
vectors
Rew{,lmw{, e ,Rewéj,lmwéj .

Then we will get a real matrix 7' € R%*? that guarantees transformation in
real Jordan normal form according to Theorem 3.7.

4. Explicit representation of the matrix exponential function

Consider a matrix A € R™?. We explain in this section how to obtain an
explicit representation of e for all t € R.

We assume that the invertible matrix T € R4*? transforms A into the real
Jordan normal form

Ji 0
J=T71AT = ,
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as in Theorem 3.7, where the Jordan blocks J; are given by either (3.6)
(corresponding to real eigenvalues p;) or (3.7) (corresponding to complex
eigenvalues p; = a; + ibj). Due to Proposition 3.4 (i) and (iv), we get
elit 0
eAt — TeJtT—l =T L T—l ’
0 ert

so it remains to find an explicit representation for the matrix exponentials
t — e’it of each Jordan block J;, where j € {1,...,p}.

Proposition 3.8. Consider the matrit A € R4 and let Jj for j €
{1,...,p} be the Jordan blocks for the real Jordan normal form with eigen-
values pj. The matriz exponentials elit fort € R are then given as follows.

(i) If pj is real, i.e. J; € R%*4% s of the form (3.6), we obtain

pi 1 0

t2 tdj71
e Lt 3 @

o1 ¢t - :

e 0 Pj :@pjt 2
2

0 1 t

00 1

(ii) If pj = aj +ibj € C is not real, i.e. J; € R*i*24 s of the form
(3.7), we obtain

Cj Id2 0 9 dj—1
o t G(t) tG(t) 5GE) - GG
. 1d : :
0 C]? o 0 G@) tG() :
¢ ° | 5G|
0 G@t)  tG(t)
0 0 0 G(t)

cos(bjt)  sin(b;

where G(t) = (_Sin(bjt) cos(b;

?)) for all t € R.

Proof. (i) If p; is real, then J; € R%*% has the form J = P + D, where
01 0 o 0
P= L and D =

[y

Pj

)
(=)
o
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Obviously, we have PD = AP = DP, i.e. Proposition 3.4 (ii) is applicable,
and we get

e’it = (PPt — PPt for all t e R.
The matrix P is nilpotent, since we have P’ = 0 for all £ > d;, and thus we

get,
dj—1 ,

t

Pt ¢

e _; K!P for all t € R,
=0

and this implies the assertion, since ePt = ePi? Idg, for all ¢t € R.

(ii) If p; = a;+ib; € Cis not real, then J; € R?%*24 has the form J = Q+B
with

O2x2  Ido 0 C, 0
= o d B= ‘
Q . an -
0 022 0 Cj

Due to @B = BQ, we can apply Proposition 3.4 (ii), and we get
elit = @Bt — QLB for all teR.

The matrix @ is nilpotent, since we have Q¢ = 0 for all ¢ > d;, and thus we
get

di—1 ,
eQt = %d for all t € R,
=0
and this implies the assertion, since ¢t = ¢%*G(t) for all t € R due to (3.5).

O

5. Exponential growth behaviour

We are interested in the exponential growth of the flow induced by a linear
system & = Az, where A € R**? and motivated by Remark 3.5, we define
the spectrum of A as

3(A) :={Rep: pis an eigenvalue of A} = {s1,...,54}.
One can show that for the linear system
i = Ax,
one gets a decomposition
RI=E,@®---0F,
into linear spaces Ej, j € {1,...,¢q}, which are invariant in the sense that

x € Ejforsome je{l,...,q} = (t,x)e EjforallteR.
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Moreover, the Lyapunov exponent associated to non-trivial solutions start-
ing in Ej is given by s;, where j € {1,...,q}:

re B\ {0} = opyeple(.2) = th:Sj_

We do not prove this here, but note that this does not say anything about
Lyapunov exponents for solutions starting in points z € R¢ that not in the
spaces Ej, j € {1,...,q}, which are the vast majority of points (if we do
not consider the trivial case ¢ = 1).

Question: What is the exponential growth behaviour for solutions starting
in a general element z € R%?

Instead of analysing the above decomposition and the associated Lyapunov
exponents in detail, due to time constraints, we only aim at estimating the
exponential growth of the norm of the matrix exponential function ¢ — e,
which will be important later when analysing nonlinear systems. To do this
in a sharp way, we need the notion of a semi-simple eigenvalue. Recall that
an eigenvalue is semi-simple if its algebraic multiplicity equals its geometric
multiplicity. Equivalently, an eigenvalue is semi-simple if all the Jordan
blocks associated to this eigenvalue in the real Jordan normal form from
Theorem 3.7 are one-dimensional for real eigenvalues and two-dimensional

for non-real eigenvalues.

Proposition 3.9 (Exponential estimate for the matrix exponential func-
tion). Consider a matriz A € R, and choose v € R such that

v > max { Rep: p is an eigenvalue of A} .

If all eigenvalues p with Rep = max{Rep . p is an eigenvalue of A} are
semi-simple, we can use a smaller vy, given by

7 := max { Rep: p is an eigenvalue of A} .
Then there exists a K > 0 such that
HeAtH < Ke" forallt>0.
Proof. Let J be the real Jordan normal form of the matrix A, i.e. there
exists a T € R?*? such that J = T-'AT. We first consider exponential

bounds for e’t. In an exercise, you have proved that there exists a constant
C > 1 with

1
GlBloe <IIBI < C|Bllo for all B € R,

Here, the Euclidean operator norm || - ||, as introduced in (2.8), is compared
to the infinity norm || - ||, which is defined as

dxd
|Blloc =, max o] forall B = (bij)ijeqs...ap € R
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Note that a general result says that all norms on finite-dimensional spaces
are equivalent. It follows now from Proposition 3.8 that all entries of e/t are
of the form g(#)t"e?!, where p is an eigenvalue real part, g(t) is a bounded
function and n € {0,...,d—1}. Note that in case of a semi-simple eigenvalue,
n is always equal to 0. All entries of e’t can thus be estimated by Ke* for
t > 0, where K > 0 is chosen appropriately. Note here that we need the
estimate t"ef? < K'e7 for p < v and t > 0 here, where K’ > 0 has to be
chosen appropriately. Finally, we get the inequality

(3.4)
le®ll = lme” =4 < T e < CITHIT Il
<O|T|||T7||K e forall t>0,
N——
=K
which finishes the proof of this theorem. ([l

6. Variation of constants formula

We know now that the flow ¢ of a general autonomous (homogeneous) lin-
ecar system & = Az, where A € R?? is given by the matrix exponential
function ¢(t,z) = eA*z. We are now interested in the general solution to
the corresponding inhomogeneous equation

= Az +g(t), (3.9)
where g : I — R? is a continuous function on an interval I C R.

Proposition 3.10 (Variation of constants formula). The general solution
to (3.9) is given by

¢
At to, xo) = eAt=to) g +/ eA(t*S)g(s) ds for all t,to € I and zo € RY.

to

Proof. We first show that for fixed tg € I, the function pg : I — R?, given
by
¢ t
po(t) = [ M glyds = e [ gl as
to to
is a solution to (3.9). This follows from

t

1y () = Ae / e~ Ang(s)ds + eMeMg(t) = Apg(t) + g(t)
to

where we have used the product rule and the fundamental theorem of cal-
culus. Note that the general solution to the homogeneous system & = Ax is
given by

An(t,to, wo) = e710) g,
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which follows from the definition of a flow and Theorem 3.3. We show now
that for a fixed (¢, zp), the function

Vio,o(t) = An(t, to, x0) + pg(t) forall tel
is a solution to (3.9). This follows from
Dro,0(t) = An(t,to, 20) + fig(t) = A(t)An(t, to, z0) + A(t)g(t) + g(t)

= A()(An(ts to, o) + pg(t)) + g(t) = A()vig 20 () + 9(2) -
Obviously, the function vy, 4, satisfies the initial condition z(¢y) = xo, which
proves that A as given in the statement of the proposition is the general
solution to (3.9). O
Note that a nonautonomous (homogeneous) linear system of the form

&= A(t)x,

cannot be solved analytically in general, that means in the case when the
matrices A(t), t € I, do not commute. Of course, one-dimensional matrices

always commute, and thus, we can compute the general solution to the
inhomogeneous linear differential equation

i = alt)x+ (),

where a : I — R and g : I — R are continuous functions. Similarly to above,
one can show that its general solution is given by

. t
A(t, to, o) = ero 04) dsxo—l—/ eJs a0 dTg(s) ds forall ¢,tp € I and zg € R.
to






Chapter 4

Nonlinear systems

This chapter deals with nonlinear autonomous differential equations. Such
systems are not solvable in general, in contrast to the linear autonomous
systems in the previous chapter, and we aim at understanding their be-
haviour in the spirit of the Russian mathematician and physicist Aleksandr
M. Lyapunov (1857-1918) and the French mathematician Henri Poincaré
(1854-1912), who are the so-called fathers of the Qualitative Theory of Dy-
namical Systems. This theory aims at understanding dynamical systems
(for instance, given in the form of ordinary differential equations) from a
qualitative point of view, i.e. without being able to solve them.

This chapter gives an introduction into the basic elements of this theory.
In particular, the basic elements of stability theory will be explained, and
the direct method of Lyapunov will be introduced. Finally, the asymptotic
behaviour of two-dimensional differential equations will be analysed using
the Poincaré-Bendixson theory.

1. Stability

We are interested in the dynamical behaviour of the flow of an autonomous
differential equation in the vicinity of equilibria. We will distinguish between
different types of stability close to equilibria, and we will learn about criteria
that indicate such behaviour.

1.1. Basic definitions. We introduce different notions of stability for an
autonomous differential equation

T = f(z), (4.1)

61
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where f : D — R? is locally Lipschitz continuous and D C R is an open
set. We denote the flow of this differential equation by ¢.

Definition 4.1 (Notions of stability). Let x* be an equilibrium of (4.1),
i.e. f(z*)=0.
(i) x* is called stable if for all € > 0, there exists a § > 0 such that
|lp(t,z) — || <e forall x € Bs(z*) andt > 0.
(ii) =* is called unstable if x* is not stable.
(ili) =* is called attractive if there exists a § > 0 such that

tli}m o(t,x) =a* for all x € Bs(x").

(iv) x* is called asymptotically stable if x* is both stable and attractive.

(v) x* is called exponentially stable if there exist 6 > 0, K > 1 and
v < 0 such that

lo(t, x) — *|| < Ke||x — 2*|| for all x € Bs(x*) andt > 0.
(vi) x* is called repulsive if there exists a 6 > 0 such that

tl}r_n o(t,z) =x* for all x € Bs(z").

@O®

Figure 4.1. Notions of stability, from left to right: stable, unstable,
attractive, asymptotically stable.

Example 4.2 (Stability of one-dimensional linear differential equations).
We study the trivial equilibrium z* = 0 of the linear differential equation

T =ax,

where a € R. This differential equation has the flow ¢ : R x R — R,
o(t,r) = xe®t. Depending on the parameter «, the equilibrium z* has

differential stability properties.

(i) z* is stable for & < 0. Choose § := ¢ for a given € > 0. We have
lo(t,z) — z*| = |z]e™ < |z] <e =4 for all t > 0 and = € (—4,0).

(ii) «* is unstable for & > 0. We fix ¢ = 1 and choose § > 0 arbitrarily.
Then |o(t, %)\ = geo‘t > ¢ for some t > 0, since e — 0o as t — oo.
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(iii)
(iv)

x* is exponentially stable for a < 0, since |p(t,z)| = |z|e®t =

Ke|z| for t > 0 and x € Bs(0) with y:=a <0 and K :=§ = 1.
x* is repulsive for v > 0. Choose § := 1. Then for all x € (=4, 9),
we have |p(t, z)| = |ze®| = |z|[e*| < §|e®| — 0 as t — —o0.

We see in this example that the eigenvalues for this one-dimensional linear
system are crucial for the stability of the system. This applies to higher-
dimensional linear systems as well, and we will make this more precise later.

It is clear from the definitions that exponential stability implies asymptotic
stability. However, perhaps surprisingly, there is no relation between stabil-
ity and attractivity.

Example 4.3 (On the relation between stability and attractivity). We show
in this example that, in general, the notions of stability and attractivity are
not related.

(i)

For the differential equation & = 0, every point is an equilibrium,
and all equilibria are stable (choose ¢ := ¢ for a given € > 0). It is
clear that no equilibrium is attractive in this example. Note that
stability does not imply attractivity can also been seen when look-
ing at the harmonic oscillator, which we studied in Example 1.10.

The two-dimensional differential equation
t=z+azy—(z+y)Va®+y?,
j=y—a+ (x—y)Va?+y

can be understood well when looking at the corresponding system
in polar coordinates

F=r(1—r), ¢=r(l—cosg).

The phase portrait is plotted in Figure 4.2. We note that this
system has exactly two equilibria: (0,0), which is an unstable knot
with many tangents, and (1, 0), which admits a so-called homoclinic
orbit, given by the unit circle. Note that an orbit is called homo-
clinic if converges forward and backward in time to the same equi-
librium. It is clear, from looking at the polar coordinate system,
that the equilibrium (1, 0) is attractive. It can be even proved that
all orbits starting outside of the equilibrium (0,0) converge to the
other equilibrium (1, 0) in forward time: lim; o (¢, (z,y)) = (1,0)
for all (z,y) # (0,0). This is clearly seen in Figure 4.2, and can
be shown easily using the Poincaré—Bendixson theory, which will
be developed in Section 4 below. Although the equilibrium (1, 0) is
attractive, it is also clear that it is not stable, since orbits starting
in (x,y) on the unit circle very close to (1,0), but with positive y
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take very long to complete the journey round the circle to come
close to (1,0) from below, and for y — 0, this time converges to co.
Hence (—1,0) € ¢(t, B5(1,0)) for all 6 > 0 and ¢ sufficiently large.
This means that (1,0) is unstable.

-2 -1 0 1 2
X

Figure 4.2. The attractive equilibrium (0, 1) is not stable.

In addition to the homoclinic orbit (connecting to (1,0) in both time direc-
tions), there are also so-called heteroclinic orbits in this example (connect-
ing to (1,0) in forward time and (0, 0) in backward time). In fact, all orbits
starting inside the unit circle have this property.

Definition 4.4 (Homoclinic and heteroclinic orbits). Consider the differ-
ential equation (4.1) with associated flow p.

(i) An orbit O(x) for some x € D s called a homoclinic orbit if there
exists an equilibrium xz* € D\ {z} such that

li t,r)=1a" d i t,x)=1x".
lim o(t,z) =2 and  lim o(t,z) ==
(ii) An orbit O(x) for some x € D is called a heteroclinic orbit if there
exists two different equilibria x7 # x5 € D such that
li t,r) = x] d i t,x)=x5.
Jim o(t,x) =27 and - lim o(t,z) = a3
1.2. Stability of linear systems. Before looking more into nonlinear sys-
tems, we study stability of the trivial equilibrium of autonomous linear sys-

tems, and we note that in the Example 4.2, we have already explored this
in the one-dimensional case. Recall also that in Remark 3.5, we identified
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that the real part of eigenvalues play a role in the exponential growth be-
haviour in two-dimensional linear systems, and this was confirmed for higher
dimensions in Proposition 3.9.

Theorem 4.5 (Stability of linear systems). Consider the autonomous linear
system

T = Ax, (4.2)
where A € R¥4. Then the trivial equilibrium x* = 0 of this system is

(i) stable if and only if the following two statements hold:
(a) the real part of all eigenvalues of A is mon-positive, i.e. we
have Re p < 0 for all eigenvalues p of A, and
(b) the eigenvalue p is semi-simple for all eigenvalues p of A with
Rep=0.

(ii) exponentially stable if and only if Rep < 0 for all eigenvalues p
of A.

Proof. Let J be the real Jordan normal form of the matrix A, i.e. there
exists a T € R?*? such that J = T~ AT. Using Proposition 3.4 (i), we get
o(t,z) = Mo =Te ' T 1z (4.3)
for the flow of (4.2).
(i) (=) We show that if either (a) or (b) does not hold, then z* = 0 is not
stable. If either (a) or (b) is false, this means that either there exists an
eigenvalue p with positive real part, or there exists an eigenvalue p with real
part O that is not semi-simple. In both cases, it follows from Proposition 3.8
that t — e”’it, for a Jordan block corresponding to the eigenvalue p is un-
bounded for ¢ € [0,00). Hence it follows from (4.3) that one element of the
matrix e4? is unbounded for ¢ € [0, 00), say the element in the k-th row and
f-th column. Set € := 1 and choose § > 0. This implies that

o(t, See ) =3p(t,er) = Seey ¢ B-(0) for some t > 0.
~~
€B;5(0)

Hence z* is not stable.
(<) It follows from Proposition 3.9 that (a) and (b) imply that there exists
a K > 0 such that

HeAtH <K forall t>0.

To prove that x* = 0 is stable, choose ¢ > 0 arbitrarily, and define § := %.
Then for all z € Bs(0), we get

llp(t,z)|| = HeAta:H < HeAtHH:cH <Kj=¢e forall t>0.
Hence, z* = 0 is stable.

(ii) The strategy of the proof is similar to (i) and is left as an exercise. [
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It should be noted, although only stability and exponential stability are de-
scribed in the above theorem, the results immediately give a characterisation
for instability due the equivalence formulation in (i). Moreover, it can be
shown easily that attractivity of autonomous linear systems is equivalent to
exponential stability, and thus, all stability notions from Definition 4.1 can
clearly be understood in the context of linear systems.

1.3. Hyperbolicity. Since we understand the stability of linear systems
very well now, we focus our attention on nonlinear systems. As motivated
in the beginning of Chapter 3 on linear systems, we aim at using linear
systems to understand nonlinear systems locally in the neighbourhood of a
reference solution. In the autonomous context, this works well for reference
solutions that are constant, i.e. given by equilibria. To motivate the results
that will follow, we consider two different two-dimensional linear systems
from Section 2 in Chapter 3, to which we add some nonlinear perturbation.

Example 4.6 (Nonlinear perturbations of linear systems). We first consider

a perturbation of a saddle equilibrium. Let Ay := (Bl (1)), and consider the

linear system
T T
) =A ) 4.4
<y> ' <y> Y

as well as the nonlinearly perturbed system

T x Ly2 )
) =A + P , 4.5
<y> ' <y> <130‘T2 + 597 49

The phase portraits of both systems a neighbourhood [-2,2] x [-2,2] of
the trivial equilibrium (0,0) are given in Figure 4.3, and we can see that
the nonlinear perturbation induces just a slight perturbation of the phase
portrait.

I NN %Q
RN\| /7 Q;

0
T

Figure 4.3. Phase portraits of (4.4) (on the left) and (4.5) (on the right).
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The situation is much different when we consider a centre equilibrium. Let
Ay = ((1) _01 ), and consider the linear system

(-4 ()

as well as the nonlinearly perturbed system

(5) =2 () (i) @

The phase portraits of both systems in a neighbourhood [—2,2] x [-2, 2] of
the trivial equilibrium (0,0) are given in Figure 4.4, and in contrast to the
example above, the nonlinearly perturbed system behaves much differently
than the linear system, in the sense that all orbits converge forward to in
time to the trivial equilibrium (0, 0).

T T

Figure 4.4. Phase portraits of (4.6) (on the left) and (4.7) (on the right).

The reason for this difference that if a linear system has only eigenvalues
with nonzero real parts, this implies exponential attractivity or repulsivity
in invariant linear subspaces, and this exponential behaviour cannot be de-
stroyed locally by a nonlinear perturbation. This is formulated precisely in
the so-called Hartman—Grobman theorem, which we will skip due to time
constraints. However, the boundary between attractivity and repulsivity is
given by an eigenvalue with real part 0, and different nonlinear perturba-
tions can make systems with zero real part eigenvalue attractive or unstable
(but not exponentially stable or exponentially unstable).

This observation leads to concept of hyperbolicity.

Definition 4.7 (Hyperbolicity). A matriz A € R¥? js called hyperbolic if
all eigenvalues A of A have non-zero real part, i.e. Re X # 0. An equilibrium
x* of a differential equation

where f : D C RY — RY is continuously differentiable, is called hyperbolic
if the matriz f'(z*) € R>? is hyperbolic.
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We close this section by looking at the non-hyperbolic one-dimensional case.

Example 4.8 (One-dimensional non-hyperbolicity). We consider the linear
one-dimensional differential equation

t=0.
Then the trivial equilibrium z* = 0 is stable (see also Example 4.3 (i)), and
the derivative f’(z*) of the right hand side (f(xz) = 0 for all z € R) is 0,
and thus this equilibrium (as well as all the other equilibria — every point
is an equilibrium) is non-hyperbolic. We consider the following nonlinear
perturbations and discuss its effect on the stability of * = 0:

(i) @ = 2% the equilibrium z* = 0 becomes unstable, although it

attracts all points starting in the negative half-line.

(i) # = —22: the equilibrium z* = 0 becomes unstable, although it

attracts all points starting in the positive half-line.

(iii) © = 2% the equilibrium z* = 0 becomes unstable, and all points
(except z*) move away from z* forward in time.

(iv) 2 = —23: the equilibrium 2* = 0 becomes asymptotically stable,
but it is not exponentially stable.

1.4. Linearised stability. In this subsection, we consider a hyperbolic
equilibrium, for which all eigenvalues of the linearisation have negative real
parts. This situation is significantly easier to analyse than the case when
there are both positive and negative eigenvalue real parts (and due to time
constraints, we will not cover this case in detail, but we give some in insights
in the Subsection 1.5 below).

Under the assumption that the real parts of all eigenvalues of the hyperbolic
equilibrium are negative, it follows from Theorem 4.5 that the trivial equilib-
rium of the linearised system is exponentially stable. We show now that this
exponential stability is transferred to the nonlinear system. Importantly in
the proof, we make use of the following lemma, the Gronwall lemma. Via
the Gronwall lemma, we obtain an explicit exponential estimate from an
implicit inequality (and such implicit inequalities appear quite frequently in
the context of differential equations).

Lemma 4.9 (Gronwall lemma). We consider a continuous function u :
[a,b] — R defined on an interval [a,b], and let ¢,d > 0. We assume that the
function u satisfies the implicit inequality

0<u(t)<c+ d/t u(s)ds for all t € [a,b]. (4.8)

Then we have the explicit estimate

u(t) < ce®0)  forall t € [a,b] . (4.9)
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Proof. Because the function u is continuous on the compact set [a, b], it is
bounded, i.e. there exists an M > 0 such that

u(t) < M forall t € [a,b].
Using this in (4.8), we get
u(t) <c+ Md(t—a) forall t € [a,b].
Using this improved estimate in (4.8), we arrive at
u(t) <c+cd(t —a)+ %MdQ(t —a)? forall t € [a,b].
Inductively, we get after n steps that

u(t) < C”i d*(t—a)f | Md(t—a)"

k! n! ’
k=0 —_—
— —0
—ced(t—a)
which implies the claim in the limit n — oco. O

We obtain exponential stability for an equilibrium of a nonlinear system, for
which the real parts of all eigenvalues of the linearisation are negative. This
is referred to as linearised stablity.

Theorem 4.10 (Linearised stability). Let D C R? be open and f : D —
R? be continuously differentiable, and consider the autonomous differential
equation

i = f(z). (4.10)
Assume that x* is an equilibrium of (4.10) (i.e. f(z*) = 0) such that for
all eigenvalues \ € C of the linearisation f'(x*) € R¥9, we have Re X < 0.
Then the equilibrium x* of (4.10) is exponentially stable.

Proof. To simplify notation in the proof, we assume that the equilibrium
is given by x* = 0. To see this, one can make a change of variables using a
transformation y = x — x*, which yields a differential equation for y having
the zero equilibrium. It should be noted that this transformation (since it
is just a translation) does not change any stability properties.

Step 1. Some useful estimates.
We first write

i=f(z)=f'(0)z +r(x), (4.11)

A
where the term
r(z) = f(z) — f(0)x = o(||z||) forall x € D

is a higher order term, defined on a neighbourhood of 0, and clearly satisfies
r(0) =0 and »/(0) = 0. We denote the flow of (4.11) by ¢.
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Since the real parts of the eigenvalues of the matrix A are negative, due to
Proposition 3.9, there exist constants K > 0 and v < 0 such that

||| < Ke™ forall t>0. (4.12)

We choose a positive number M < —Z. Since r is continuously differen-

tiable, there exists p > 0 such that |7/(z)|| < M for all z € B,(0). Due to
the mean value inequality (Theorem 2.8), we get then get
|r(z)|| < M||z|| for all x € B,(0). (4.13)
Finally, we define for each initial value z € B,(0) the escape time
Te(z) :==sup{T > 0: |[p(t,z)|| < pforall t € [0,T)}.

Note that T.(z) can be oo, which is desirable case, and, as we will see later,
this is true for small enough z.

Step 2. We show that for all zo € B,(0), we have
lp(t, z0)|| < KeEM+Nt 20|l for all t € [0, To(x0)). (4.14)

We note that the solution ¢ — (¢, x) of the differential equation (4.10) is
also a solution to the nonautonomous linear differential equation

i = Az + r(p(t, z0)),

for which the variation of constants formula can be applied (see Proposi-
tion 3.10), and we obtain

t
o(t,z0) = ey +/ eA=)p(p(s,20)) ds .
0

Hence, for all ¢t € [0, Tc(zo)), we have
t
le(t,zo)ll - < [le]] - ol +/0 [ - llr(e(s, z0))ll ds
(4.12) t
< Ke'lao +/ K 9|r(p(s, 20))|| ds
0

(4.13) t
< Kel||zol| + / K9 M|l p(s, z0)| ds.
0

We multiply this inequality with e™7* and obtain the implicit estimate

t
u(t) = e "l (t, vo)|| < Kol +KM/ e llp(s,zo) ds.

0
u(s)
We use the Gronwall lemma (Lemma 4.9) for the above defined function wu,
and get the explicit estimate

e Mot )| < KHxOHeKMt for all ¢t € [0,Te(xp)),
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which finishes the proof of this step.

Step 3. Finalisation of the proof.
From the fact that ¢ — 5™+t is monotonically decreasing, we get

(4.14)
le(t,zo)ll < KeKMH g

=0
< Klzol| < p forall ¢ >0and zo € B,/ (0),

and it follows that T.(xg) = oo. Hence, (4.14) implies that (4.11) is expo-
nentially stable, since KM + v < 0. O

Question: Does this result imply anything for hyperbolic equilibria, for
which the eigenvalues of the linearisation have only positive real parts?
Yes, a time-reversed version of Theorem 4.10 implies that such equilibria
are exponentially attractive backward in time, which means that they are
repulsive.

A more complicated situation is given when there eigenvalues with both pos-
itive and negative real parts, and we will discuss this in the next subsection,
but firstly, we now show that this result can be applied to the pendulum sys-
tem, which turns out to have an exponentially stable equilibrium whenever
friction is taken into account.

Example 4.11 (Pendulum, exponentially stable equilibrium). Consider a
pendulum moving along a circle of radius r > 0, with a mass m > 0 and
friction coefficient k£ > 0. Let = denote the angle from the vertical. The
force tangential to the circle depends on both the position x and the speed
& of the pendulum, and is given by

Fian(z, ) = —mgsin(z) — kri,

see Figure 4.5.

Figure 4.5. The pendulum.
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Newton’s law reads as mri = Fyu(x,4), and we thus get the second-order
one-dimensional differential equation

k

. g . .

I=—-=sin(z) — —%
7 sin(r) - i
which we can transform into the first-order two-dimensional system

T=y,
Y= —gsin(aﬁ) - Ey.
r m

(see Repetition Material 1). The equilibria of this system are given by
(nm,0), where n € Z, which corresponds to the pendulum being in vertical
position (pointing down for even n and pointing up for odd n. We linearise
this system in (0,0) (or equivalently in (nm,0) for even n), and obtain the
linearisation

which gives two eigenvalues Ay := %(—% + (%)2 — 4%). It follows that
the real parts of both eigenvalues A1 are negative, and hence, Theorem 4.10
implies that the equilibria (nm,0) for n even are exponentially stable. Note
that if (%)2—4% < 0 then both eigenvalues are complex, and if (%)2—4% >0,
then both eigenvalues are real and negative. The stability of the equilibria
(nm,0) for n odd will be discussed below in Example 4.16.

1.5. Stable and unstable sets, invariant sets. In the previous subsec-
tion, we have looked at the case where all eigenvalues of the linearisation in
an equilibrium are negative, which implies exponential stability of the equi-
librium. We now look at situations where some eigenvalues have positive
and some eigenvalues have negative real parts.

Definition 4.12 (Stable and unstable set). Consider the differential equa-
tion (4.1) with associated flow @, and let x* be an equilibrium. We define
the stable set of * as

W (z )::{J:ED:tlgélogp(t,x):x },
and the unstable set of =* is defined as

Wh(x*) := {:L‘ eD: lim @(t,z) = a:*} )
t——o0
Note that if z* is an attractive equilibrium, then W#(z*) is called domain
of attraction, and it follows from the definition of attractivity that this is
a neighbourhood of x*. Moreover, W?*(z*) is an open set in this case (see
exercises).
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Example 4.13 (Stable and unstable set of a linear system). Given a matrix
A € R¥™4 e consider the linear system

T = Ax,

which we assume to be hyperbolic, i.e there are no eigenvalues with zero
real part (which is equivalent to {s1,...,s,} N {0} = 0, where Z(A4) =
{s1,...,5¢}). It was mentioned in Section 5 of Chapter 3 that one can show
that
RI=E & @E,,

with Lyapunov exponents s; < --- < s4 associated to these spaces. Due to
hyperbolicity, there exists an k € {1,...,g+1} such that s, < 0 forall ¢ < k
and sy > 0 for all £ > k. One can show that

k—1 q
we(0)=EDE and W*(0)=EPHE,
=1 i=k

so that the above decomposition can be rewritten as
RY = W*(0) @ W*(0).

We now look at nonlinear perturbations of these objects in a two-dimensional
example.

Example 4.14 (Stable and unstable set of a hyperbolic equilibrium). Recall
the first two systems discussed in Example 4.6. With A; := (_01 ?), we

consider the linear system
(”?) = A (x> , (4.15)
Yy Yy

as well as the nonlinearly perturbed system

T T lyQ )
) =A + 5 , 4.16
(y) ' (y) <130$2 + 5y (4.16)

From Example 4.13, it follows for the linear example (4.15) that R? = E1®E,
with W#(0) = E; being the z-axis and W*(0) = E3 being the y-axis, which
are both one-dimensional objects. If we look at the phase portrait of the
nonlinearly perturbed system (4.16), given in Figure 4.3, we notice that this
one-dimensional object survives — both the stable and unstable set seem to
be given by the union of two trajectories and the equilibrium point, and the
trajectories are tangential to the linear spaces F; and E5 in the equilibrium
0 respectively.

We note that stable and unstable sets in these two examples are also called
stable and unstable manifolds of the equilibrium 0. We do not give a proper
definition of manifolds here, and only note that manifolds are objects that
locally look like Euclidean spaces in each point.
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Stable and unstable manifolds are special cases of so-called invariant man-
ifolds, and the notion of an invariant set is very important in the theory of
differential equations. We require from invariant sets that orbits starting in
it do not leave the set. Recall the definition of orbits O(z) and half-orbits
O™ (z), O~ (z) from Definition 2.25.

Definition 4.15 (Invariance). Consider the differential equation (4.1).
Then a set M C D 1is called

(i) positively invariant if for all z € M, we have OF (x) C M,
(ii) negatively invariant if for all v € M, we have O~ (z) C M,
(iii) invariant if for all x € M, we have O(x) C M.

Note that sets that consist of equilibria or periodic orbits are invariant. Sta-
ble and unstable sets are also invariant, and any union of orbits is invariant.
Accordingly, unions of half-orbits of the form O (z) or O~ (x) are positively
invariant or negatively invariant, respectively.

We identify stable and unstable sets for the pendulum.

Example 4.16 (Pendulum, saddle equilibrium). We consider again the pen-
dulum from Example 4.11, given by the one-dimensional system of order two

.. g . k.
¥ =—=sin(z) — —1,
r m
which we can transform due to Extra Material 1 into the first-order two-
dimensional system
. . g . k
T=y, y=—=sin(z) — —y
r m
We have seen that the equilibria of this system are given by (n,0), where
n € Z, and the analysis in Example 4.11 showed that the equilibria (n,0)
for even n € Z are exponentially stable. We analyse now the equilibria
(nm,0) for odd n € Z and obtain the the linearisation

0 1
g _k J>
r m

which gives two eigenvalues Ay = & (—ﬁ + (%)2 + 4%). It follows that

2 m
we have A\_ < 0 < A4, and one can see in the phase portrait in Figure 4.6
that the equilibria (nm,0) for n odd have stable and unstable sets/manifolds
that are given by one-dimensional curves.

Question: Can you give a physical interpretation of these two invariant
sets/manifolds?

We note that under the assumption that the right hand side of a differen-
tial equation is continuously differentiable, the so-called stable and unstable
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Figure 4.6. Phase portrait of the pendulum.

manifold theorem says that for a hyperbolic equilibrium in dimension two
with one negative and one positive eigenvalue, the stable and unstable sets
are given by one-dimensional curves that intersect in the equilibrium and
are tangential to the eigenspaces of the linearisation. A similar statement
holds also in higher dimensions, where the curves need to be replaced by
higher-dimensional manifolds. We do not attempt to formulate the stable
and unstable manifold theorem here, but note that an application of this
theorem yields that instability of the linearisation (in form of an eigenvalue
with positive real part) carries over to the equilibrium of the nonlinear sys-
tem.

2. Limit sets

The asymptotic behaviour of differential equations (that is the limiting be-
haviour for ¢ — oo and t — —o0) is determined by certain types of invariant
set, so-called limit sets. We study this for an autonomous differential equa-
tion of the form

i = f(z), (4.17)

where f : D — R? is locally Lipschitz continuous and D C R is an open
set. We denote the flow of this differential equation by ¢.

We now introduce two important classes of invariant sets, so-called omega
and alpha limits sets. Their importance is due to the fact that they describe
the asymptotic behaviour. Note that invariance is not part of the following
definition, but it will follow later from it.
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Definition 4.17 (Omega and alpha limit sets). Consider the flow ¢ of the
differential equation (4.17), and let x € D.

(i) A point x, € D is called omega limit point of z, if there exists a
sequence {tn}nen such that lim, o t, = 0o and

Z, = lim @(t,, ).
n—oo

We denote by w(x) the set of all omega limit points of x. w(zx) is
called omega limit set of x.

(ii) A point xo € D is called alpha limit point of x, if there exists a
sequence {tp}nen such that lim, o t, = —0c0 and

To = 7Lll>n(}0 o(tn,x) .

We denote by a(z) the set of all alpha limit points of x. «a(x) is
called alpha limit set of x.

Note that the omega limit set of a point x is empty if sup Jye.(z) < oo, and
the alpha limit set to be nonempty requires inf Jy,q,(2) = —00.

We look at omega limit sets for the differential equation from Example 2.26.

Example 4.18. Consider the autonomous two-dimensional differential
equation

@ =y+a(l-2® -y,

. 4.18

j=—z+y(l-2"—y?). (4.18)
We have seen already in Example 2.26 that this differential equation has
the trivial equilibrium (0, 0), which is unstable, and there exists a periodic
orbit, given by the unit circle S'. All orbits of this system that do not start
in the unstable trivial equilibrium approach this periodic orbit in forward
time. It is possible to show that

_ {(030)} : (l‘, ) = (0a0)7
“0) = { S () £ 0,0),
and
{(0,00} + f(z,y)l <1,
af(z,y) = st @yl =1,
0 byl > 1.

Question: Can you establish this rigorously? You can use the explicit rep-
resentation of the flow from Example 2.26. Proving this will become easier
when we have established the Poincaré-Bendixson theorem, see Section 4
below.

We now derive an alternative characterisation of omega and alpha limit sets.
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Proposition 4.19 (Alternative characterisation of limit sets). Consider the
flow ¢ of the differential equation (4.17), and let x € D. Then we have

w(z) = m Ot (p(t,z)) and ofz)= ﬂ O~ (p(t,x)) . (4.19)

t>0 t<0

Before proving this proposition, we would like to understand its content
better using the following example.

Example 4.20. We again consider the differential equation (4.18). As de-
scribed above, for any point (x,y) # 0, the half-orbit O ((J;, y)) approaches
the periodic orbit S!, see Figure 4.7, so we have that

Ot ((z,y)) = O ((z,y)) US'.

Hence,

MO (et (@.m) = ) (0% (. (w,9))) US')

t>0 t>0

=S'U 0" (p(t. (x,y))) =S".
>0
This follows, since [V, O™ (¢(t, (z,y))) is either @ (if ||(z,y)| # 1) or S (if
Iz, y) |l = 1). .

X

Figure 4.7. Explanation of Proposition 4.19 using a half-orbit ap-
proaching a periodic orbit.

Proof of Proposition 4.19. We will only prove w(z) = (5, Ot (¢(t, z)),
since the statement concerning alpha limit sets can be shown similarly.
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(C). Choose y € w(x). Then there exists a sequence {t,}neny with
limy, 00 t, — 00 and y = limy, 00 @(tn, ). This implies that for any ¢ > 0,
we have

y € OF (p(t, 7)),
since there exists an ng = ng(t) such that ¢(t,,z) € OF(p(t,z)) for all
n > ng. Hence y € ;50O (¢(t, ).

(D). Choose y € (Ny»gOF (¢(t,2)). This implies that y € OF(¢(¢,z)) for
all t > 0, and in particular this means that

Byn(y) NOT (@(n,z)) #0 forall neN.

Hence, for all n € N, there exists ¢, > n such that ¢(t,,r) € By, (y). This
implies that lim, o t, — 00 and y = lim,_,~ @(tn, ), and the proof is
finished, since y € w(x). O

Omega and alpha limit sets have the following important properties.

Proposition 4.21 (Properties of omega and alpha limit sets). Consider the
differential equation (4.17), and let x € D. Then the following statements
hold.

(i) The omega limit set w(x) is invariant. In addition, if O"(x) is
bounded and Ot (x) C D, then w(x) is non-empty and compact.

(ii) The alpha limit set o(x) is invariant. In addition, if O~ (x) is
bounded and O~ (x) C D, then a(x) is non-empty and compact.

Proof. We only prove (i), since (ii) can be shown similarly, and we denote
the flow of (4.17) by .
Step 1. w(x) is nonempty.

The sequence {go(n,x)} is bounded and thus has a convergent subse-

neN
quence {p(ny,z)} N witeh limit in D. The limit of this subsequence is an
omega limit point of z, and thus, w(z) is nonempty.

Step 2. w(x) is compact.

This follows directly from (4.19), since each of the sets OF (¢(t,z)) C O* ()
are compact, since they are bounded and closed, and the intersection w(x)
over these sets is also bounded and closed, and thus compact.

Step 3. w(x) is invariant.

To show that w(z) is invariant, we need to show that for all zy € w(x), we
have O(zp) C w(x). Choose T € Jpmaz(xo). Since xg € w(x), there exists a
sequence {ty }nen with lim,, o t, = 0o and

xo = lim @(t,,x). (4.20)

n—o0
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Now consider the sequence s, := t, + 7, where n € N, which also con-
verges to oo as n — oo. Note that the flow ¢ is a continuous function (see
Remark 2.28). This implies that

lim p(sy,2) = Tim o(ty +7,2) = lim o(7, ¢(tn, 7))

_ - (4.20)
- ¢<T7 nli)n;o <P(tn733)) - QO(Tu xO) 9

and this means that ¢(7,z¢) € w(z), which finishes the proof of this propo-
sition. [

3. Lyapunov functions

We have seen in Subsection 1.4 and Subsection 1.5 that stability can be de-
duced from the linearisation around hyperbolic equilibria. In particular, if
all eigenvalues of the linearisation f’(z*) around an equilibrium z* of a dif-
ferential equation have negative real parts, then x* is asymptotically stable
(or even exponentially stable), and it follows that the domain of attraction
W#(x*) contains a neighbourhood of the equilibrium z*.

In that sense, the method of linearisation provides local information, but
often it is useful to know more about global properties of the domain of
attraction W (z*). In addition, sometimes the method of linearisation can
not be used to determine stability of nonlinear systems, and this is the case
when the equilibrium is non-hyperbolic. It turns out that so-called Lyapunov
functions can be of help with regard to these restrictions to the methods
discussed so far. They are useful tools to prove stability (or instability)
of (not necessarily hyperbolic) equilibria and to determine their basin of
attraction.

In this section, we consider autonomous differential equations of the form

&= f(x), (4.21)

where f : D — R? is locally Lipschitz continuous and D C R? is an open
set. We denote the flow of this differential equation by .

Lyapunov functions are real-valued functions V' : D — R and can be thought
of as energy functions. Their main property is that they decrease along
solutions of (4.21), for instance in systems with friction where energy is
lost. To model this, we will define the notion of an orbital derivative, i.e. the
derivative of V' along solutions.

Definition 4.22 (Orbital derivative). Consider the differential equation
(4.21), and let V : D — R be a continuously differentiable function. Then
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the orbital derivative V' of the function V is defined by

V(w) = V'(z)- flx) = oz, (z)fi(z) .

=1

Here, the row vector V'(x) € R4 is the gradient of V at x € D.

Note that while the gradient V' does not depend on (4.21), the orbital
derivative V' does. In fact, V' describes the derivative of V along solutions
p: I — D of (4.21). This follows from

%V(u(t)) = V() - po(t) = V(u(t)) forall tel, (4.22)

where we have used the chain rule.

We consider the energy of the pendulum and study its orbital derivative.

Example 4.23 (Pendulum, orbital derivative of energy function). We con-
sider the pendulum

=y,
Y= —gsin(az) - Ey
r m
which we have studied first in Example 4.11 and then in Example 4.16.
Its kinetic energy is given by %m(ry)Q, and its potential energy is given by
mg(r — rcos(x)). The sum of these two parts constitutes the function

V(z,y) = %m(ry)2 + mgr (1 — cos(z)) .

V is equal to 0 in the asymptotically stable equilibria (n,0) for even n, and
V' is positive outside of these equilibria. We compute the orbital derivative
of V, given by

y . 2 Y 2,2

V(z,y) = (mgrsin(z), mr-y) (—fsin(ac) B Tkny> = —kry”.
We considered so far only the case with positive friction £ > 0, and in this
case V(z,y) < 0 whenever y # 0. Interesting is also the case without friction
(k = 0), since in this case, V(z,y) = 0. This immediately implies that
solutions stay on the level sets of V', see Figure 4.8 for the phase portrait.
We concentrate only on functions V' that do not increase along solutions,
which are so-called Lyapunov functions.

Definition 4.24 (Lyapunov function). Consider the differential equation
(4.21), and let V : D — R be a continuously differentiable function. Then
V is called a Lyapunov function if

V(z) <0 forall z€D.
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Figure 4.8. Phase portrait of the pendulum without friction.

Note that any Lyapunov function decreases along solutions, i.e.
V(e(t,z)) < V(z) forall te[0,sup Jmaez(x)), (4.23)

which can be seen as follows. Integrating (4.22) implies that for all ¢ €
[0, sup Jimaz(z)), we have

V(p(t,z)) — V(p(0,2)) = /0 V(p(s,2)) ds <0,

which shows (4.23). This property implies immediately that sublevel sets of
Lyapunov functions are positively invariant.

Proposition 4.25 (Sublevel sets of Lyapunov functions are positively in-
variant). Consider the differential equation (4.21) with a Lyapunov function
V . D — R. Then any sublevel set of the form

Sei={xeD:V(z)<c},

where ¢ € R, is positively invariant.

Proof. Assume that S. is not positively invariant. Then there exists an
x € Se and t > 0 such that ¢(t,x) ¢ S.. Since z € S, implies V(z) < ¢, and
o(t,z) ¢ S. implies that V(¢(t,x)) > ¢, this contradicts (4.23) and finishes
the proof. O

The following theorem says that if a Lyapunov function has a strict local
minimum in an equilibrium, then the equilibrium is stable. The result is
called a direct method, since it can get information on the stabilty behaviour
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of solutions directly from the right hand side of the differential equation,
and there is no need to solve the differential equation.

Theorem 4.26 (Lyapunov’s direct method for stability). Consider the dif-
ferential equation (4.21) with an equilibrium x* € D, and let V : D — R be
a Lyapunov function such that

V(z*)=0 and V(x)>0 forall z € D\ {z"}.

Then the equilibrium x* is stable.

Proof. To prove stability of x*, we choose € > 0. Since D is open, there
exists an € € (0, ¢] such that Bz(2*) C D, and we define

m :=min {V(z) : |z — 2| =&} > 0,

which is positive due to V' (z) > 0 outside of x = x*. Since V is a continuous
function, there exists a § = §(€) € (0, €) such that

0<V(x)< % for all x € Bs(x™).
This implies with (4.23) that
V(e(t,z)) <V(z) < % for all © € Bs(z*) and ¢t > 0.
The orbit starting in = € Bs(z*) can thus not leave the £-neighbourhood of

x*, since the V' is at least m on the boundary of this neighbourhood. Since
€ > €, this implies that x* is stable. O

Proving stability of an equilibrium is often checked by looking at the lineari-
sation, and exponential stability follows if the real parts of the eigenvalues of
the linearisation are negative (see Theorem 4.10). The above theorem using
Lyapunov functions can be helpful if the linearisation is non-hyperbolic and
thus not amenable to an analysis using Theorem 4.10.

Example 4.27 (Application of Lyapunov’s direct method for stability). We
consider the two-dimensional differential equation

i =—y—zy’,

Yy=x— yxg .
The only equilibrium of this system is the trivial equilibrium (0,0). Indeed,
if £ = 0, then either y =0 or 1 +zy = 0, but if y = 0, then z(1 — zy) =0
implies z = 0, and if 1 + zy = 0, then 0 = x(1 — zy) = 2z implies z = 0
which contradicts 1 + zy = 0. The linearisation in (0, 0) is given by ((1) _01 ),

and thus the system is non-hyperbolic and stability cannot be deduced from
Theorem 4.10.
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We first show that the trivial equilibrium is stable by considering the qua-
dratic function V(z,y) = 2?2 + 32 for all (x,y) € R% Then

2
: —y—x
Vo) = @o2g) (V70 ) = —aaP <0

so (0,0) is stable. We will see later in Example 4.32 that (0,0) is even
asymptotically stable.

We now show that the existence of a Lyapunov function gives information
about the location of omega limit sets.

Theorem 4.28 (La Salle’s invariance principle). Consider the differential
equation (4.21) with a Lyapunov function V : D — R. Then

w(q:)C{yED:V(y):O} forall x € D.

Proof. Assume to the contrary that
z€w(x) and V(z)<O0.

Then for some 7 > 0, we have V(p(7,2)) < V(z). Since z € w(z), there
exists a sequence {ty }nen with lim,,_, ¢, = oo such that

lim p(t,,z) = 2.
n—oo
It is clear that we can choose the sequence {t,, }nen such that t,, 41 — ¢, > 7
for all n € N. Due to V(y) <0 for all y € D, this implies that
V(e(tnti,z)) < V(e(r +tn,z)) = V(e(r, ¢(tn,z))) forall neN.
Taking the limit n — oo on both sides of this inequality gives
V(z) < V(e(r,2)),

which contradicts V(¢(7,2)) < V(z). Note that here we have used that the
flow ¢ is continuous in z (see also Remark 2.28) U

We use La Salle’s principle to understand the asymptotic behaviour of the
pendulum better.

Example 4.29 (Pendulum, all orbits converge to equilibria). For a positive
friction coefficient k > 0, we consider the pendulum

=y,
Y= —gsin(x) - Ey
r m
which we have studied several times (in Examples 4.11, 4.16 and 4.23).
In particular, we have analysed the stability of all equilibria (nm,0), where
n € Z, and we proved that the equilibria with n even are exponentially stable
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and the equilibria with n odd are unstable. We also found the Lyapunov
function

1
V(z,y) = §m(ry)2 + mgr (1 — cos(z)),
and we showed that
V(z,y) = —kr*y?

Hence, V(x,y) = 0 if and only if y = 0. Then La Salle’s principle implies
that
w((z,y)) CR x {0} for all (z,y) € R%. (4.24)

It is possible to show, but this is left as a challenging exercise, that O ((z,y))
is bounded for all (z,y) € R2. Given this boundedness, Proposition 4.21
implies that w(x) is nonempty. Proposition 4.21 also implies that w((z,y))
is invariant. Suppose now that w((z,y)) contains a point that is not an
equilibrium. Then (4.24) implies that there exists a (z,0) € w((z,y)) with
T # nm for n € Z. At this point (z,0), we thus have y = —Zsin(z) # 0.
This implies that the the flow starting in (z,0) will leave the z-axis R x {0}
immediately (both forward and backward in time). Since the omega limit
set w((z,y)) is invariant and we have (4.24), this cannot happen, and this
implies that such a point (z, 0) is not part of the the omega limit set w((x,y)),
S0

w((z,y)) C {(nm,0):neZ} forall (z,y) € R?.

Since w((x,y)) is connected (see exercises), this implies that w((z,y)) is a
singleton. Since it is possible to show that when w((z,y)) is a singleton,
then the flow starting in any (z,y) € R? converges in forward time to an
equilibrium (do this as an exercise, or look into the proof of Theorem 4.31
below).

These observations lead to a better formulation of La Salle’s principle.

Corollary 4.30 (Reformulation of La Salle’s invariance principle). Consider
the differential equation (4.21) with a Lyapunov function V : D — R. Then
for any x € D, the omega limit set w(x) is contained in the largest invariant
subset of {y eD: V( = O} Here the largest imvariant subset is given by
the union of invariant subsets of {y eD: V = O}

Proof. Let M be the largest invariant subset of {y e D: V 0}
Assume that for some z € D, we have w(x)\ M # (). Since w(z) is 1nvar1ant
due to Proposition 4.21, the set w(x)UM is invariant. Because of w(x)UM 2
M, this contradicts the maximality of M. O

We apply La Salle’s principle to obtain asymptotic stability via Lyapunov
functions.
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Theorem 4.31 (Lyapunov’s direct method for asymptotic stability). Con-
sider the differential equation (4.21) with an equilibrium z* € D, and let
V :D — R be a Lyapunov function such that

V(z*)=0 and  V(z)>0 forall xe€ D\ {z"},

V(z*) =0 and  V(z)<0 forall x€ D\ {z*}.

Then the equilibrium x* is asymptotically stable.

Proof. The proof is divided in two steps.

Step 1. We show that there exists a 6 > 0 such that w(z) = {x*} for all
RS B5(x*).

Note first that z* is stable due to Theorem 4.26. Since D is open, there
exists an € > 0 such that Bo.(z*) C D, and since z* is stable, there exists a
d > 0 such that for all § > 0 such that for all z € Bs(z*), we have

o(t,x) € Be(z*) forall t>0.

We fix an © € Bs(z*). Since ¢p(t,z) € Bs(z*) C D for all t > 0, we get
O7f(xz) C D, and this means that Proposition 4.21 implies that w(z) is
nonempty. La Salle’s principle (Theorem 4.28) implies that w(z) C {Z €
D:V(z) = 0} = {z*}, and w(x) being nonempty means that w(z) = {z*}.
Step 2. We show that for all x € Bs(x*), we have lim;_,oo p(t, z) = z*.
Assume to the contrary that we do not have limy_,o ¢(t,2) = z*. This
means that there exists an n > 0 and a sequence {t, }nen converging to oo
such that

lp(tn,2) — "] >0 forall neN,

and since the sequence {¢(t,, x)}nen is bounded and bounded away from
the boundary of D, it has an accumulation point in D. This accumulation
point is an omega limit point of x, which contradicts the above observation
that the omega limit set w(z) is the singleton {«*}. This finishes the proof
of this theorem. O

We use a slightly modified version of Theorem 4.31 (in the spirit of the
reformulation of La Salle’s principle in Corollary 4.30) to prove asymptotic
stability for the differential equation considered in Example 4.27.

Example 4.32 (Application of Lyapunov’s direct method for asymptotic
stability). We reconsider the differential equation

i =—y—xy’,

y:$—y$2,
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from Example 4.27. We found a Lyapunov function for this differential
equation, given by V(x,y) = 22 + 4 for all (z,y) € R?, and we showed that

V(0,0) =0 and V(z,y)>0 forall (z,y) R\ {(0,0)}.
In addition,

V(x,y) = —4z*y* for all (z,y) € R?
shows that in the equilibrium (0,0), we have V(0,0) = 0, but

{(z,y) € R*: V(z,y) =0} = ({0} x R) U (R x {0}).

This means that Theorem 4.31 is not applicable directly. However, in Step 1
of the proof of Theorem 4.31, La Salle’s principle was applied to show that
the omega limit set is a singleton, and we will demonstrate now that instead,
we can apply the reformulation of this principle given by Corollary 4.30. This
is possible, since the largest invariant subset of

{(@.y) €R?: V(w.y) =0} = ({0} x B) U (B x {0})

is given by the equilibrium {(0,0)}. This follows from the fact that if we
start on the y-axis outside of trivial equilibrium (i.e. z = 0 and y # 0), then
& = —y # 0, so we leave the y-axis immediately. The same holds for the
x-axis outside of trivial equilibrium (i.e. y = 0 and = # 0). In this case, we
get y = x # 0, so we leave the z-axis immediately. It follows that a modified
version of Step 1 of Theorem 4.31 then implies that w((z,y)) = {(0,0)},
for (z,y) from a neighbourhood around (0,0). This implies that (0,0) is
asymptotically stable.

The following corollary to Theorem 4.31 shows that sublevel sets of Lya-
punov functions are part of the domain of attraction.

Corollary 4.33 (Sublevel sets of Lyapunov functions are subsets of the
domain of attraction). Under the assumptions of Theorem 4.31, we consider
the sublevel sets of the Lyapunov function V , which are of the form

Se:={zxeD:V(z)<c},

where ¢ > 0. Then S, is a subset of the domain of attraction W5 (x*) if
S. C D is compact.

Proof. Let z € S., and we need to show that lim; o ¢(¢,z) = x*. Proposi-
tion 4.25 implies that ¢(t,x) € S, for all ¢ > 0, and since S, is compact, we
get Ot (x) C D. This means due to Proposition 4.21, w(z) is nonempty. La
Salle’s principle implies that w(z) C {z € D : V(z) = 0} = {z*}, and w(x)
being nonempty means that w(x) = {z*}. Then Step 2 of Theorem 4.31
finishes the proof. O
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4. Poincaré—Bendixson theorem

In this final section, we complete the set of tools that helps us to analyse two-
dimensional autonomous differential equations. This analysis decomposes
into a local and a global analysis.

In the local analysis, we

(i) locate the fixed points, and

(ii) determine their stability by linearising (which is possible if they are
hyperbolic).

In the global analysis, we

(i) look at nullclines in order to understand the global behaviour better
(see exercises),

(ii) try to find Lyapunov functions to understand stability of equilibria
(if non-hyperbolic) and domains of attractions,

(iii) locate periodic orbits (done in this section).

We consider the two-dimensional differential equation

i = f(z), (4.25)

where f : D — R? is continuously differentiable function on an open set
D C R2. We denote the flow of (4.25) by ¢. Note that one can show (and
this is important for us) that the flow ¢ is continuously differentiable (see
Remark 2.28).

Theorem 4.34 (Poincaré-Bendixson theorem). Consider the differential
equation (4.25), and assume that for some x € D, the positive half-orbit
O (x) lies in a compact subset K of D, which contains not more than finitely
many equilibria. Then one of the following three statements holds for the
omega-limit set w(x).

(i) w(z) is a singleton consisting of an equilibrium.
(il) w(x) is a periodic orbit.
(iii) w(z) consists of equilibria and non-closed orbits. The non-closed

orbits in w(z) converge forward and backward in time to equilibria
in w(x), so they are either homoclinic or heteroclinic orbits.

We note that an analogous statement holds for alpha limit sets, when we
look at the negative half-orbit. The theorem of Poincaré—Bendixson shows in
particular that in two-dimensional differential equation, there is only very
regular behaviour and no chaos. Chaotic differential equations occur in
dimension three, for instance in the famous Lorenz system.
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The proof of the Poincaré-Bendixson theorem is quite involved, and we skip
it due to time constraints. The full proof is written down in Extra Material
2.

The Poincaré-—Bendixson theorem is often applied in the following form to
prove the existence of a periodic orbit.

Corollary 4.35 (Existence of a periodic orbit). Consider the differential
equation (4.25), and assume that for some x € D, the positive half-orbit
O™ (x) lies in a compact subset K of D that does not contain an equilibrium.
Then w(x) is a periodic orbit.

We can apply the Poincaré-Bendixson theorem to prove the existence of a
periodic orbit.

Example 4.36 (Existence of a periodic orbit). We consider the two-
dimensional differential equation

T=y,

y=—x+y(l—2?—2y%).
We first show that M := {(z,y) € R? : % < 2% +y? < 2} is positively
invariant. We show that the vector field of the right hand side points inwards
at the boundary of M. More precisely, we consider the scalar-valued function
V(z,y) = 22 +y? and show that the orbital derivative V satisfies V (z,y) < 0

for 22442 = 2 and V(z,y) > 0 for 22 +y2 = % Firstly, the orbital derivative
reads as

Viz,y) =2zy+2y( —z+y(1 —2® —2¢y%) = 2°(1 — 2° — 20/°).
For z2 +y? = 2, we have V(z,y) = 2y2(—=1—%?) < 0 and for 22432 = %, we
have V(z,y) = ZyQ(% —y?) > 0. This shows the positive invariance of M.
Note that the only equilibrium is clearly given by (0,0) ¢ M. We apply the

corollary to the Poincaré-Bendixson theorem (Corollary 4.35) and conclude
that the positively invariant set M contains a periodic orbit.



