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Spring Term 2021/22

Solutions to Problem Sheet 5

Exercise 21.

(i) We have T−1(B + C)T = T−1BT + T−1CT and (T−1BT )k = T−1BkT . Then for any n ∈ N, we
get

T−1

(
n∑
k=0

Bk

k!

)
T =

n∑
k=0

(T−1BT )k

k!
=

n∑
k=0

Ck

k!
.

The statement follows in the limit n→∞.

(ii) Note that in the proof of Theorem 3.3, we showed that eB(t+s) = eBteBs for any t, s ∈ R. We take
t = 1 and s = −1 and get Idd = e0 = eBe−B , which implies the claim.

(iii) If BC = CB, then it follows that BeCt = eCtB and CeBt = eBtC for all t ∈ R. We consider the
function g(t) := e(B+C)te−Cte−Bt for all t ∈ R. Due to Theorem 3.3, we get from the product rule for
derivatives

ġ(t) = (B + C)e(B+C)te−Cte−Bt + e(B+C)t(−C)e−Cte−Bt + e(B+C)te−Ct(−B)e−Bt

= (B + C)g(t)− Cg(t)−Bg(t) = 0 ∈ Rd×d .

Since ġ(t) = 0 for all t ∈ R, it follows that g is a constant matrix in Rd×d. For t = 0, we get g(0) = Idd,
so g(t) = Idd for all t ∈ R, which implies the statement using (ii).

(iv) follows directly from Bk = diag(Bk
1 , . . . , B

k
p ) for any k ∈ N.

Exercise 22.

We have to prove that every trajectory of ẋ = Jx is mapped onto a trajectory of ẋ = Ax via the
invertible linear mapping T . More precisely, we show that

TOJ(x) = T{eJtx : t ∈ R} = OA(Tx) for all x ∈ Rd ,

where OJ and OA denote the orbits of the differential equations ẋ = Jx and ẋ = Ax, respectively.
This follows from

TOJ(x) = T{eJtx : t ∈ R} = {TeJtx : t ∈ R}
= {TeJtT−1Tx : t ∈ R} = {eAtTx : t ∈ R} = OA(Tx) ,

where we have used Exercise 21 (i).

Exercise 23.

(i) To compute eAt for the first matrix, we note that we have the decomposition

A =

(
a 0
0 a

)
︸ ︷︷ ︸

=:D

+

(
0 1
0 0

)
︸ ︷︷ ︸

=:P

,

and the diagonal matrix P commutes with the nilpotent matrix D, i.e. DP = PD. Using Exer-
cise 21 (iii) we get eJt = eDtePt for all t ∈ R. We compute

ePt =
∞∑
k=0

(Pt)k

k!
= Id2 +

(
0 t
0 0

)
=

(
1 t
0 1

)
.



Since eDt = eat Id2, we get

eAt =

(
eat teat

0 eat

)
for all t ∈ R .

The computation of eAt for the second matrix A follows a similar strategy, and we use the decompo-
sition

A =

(
a 0
0 a

)
︸ ︷︷ ︸

=:D

+

(
0 b
−b 0

)
︸ ︷︷ ︸

=:P

.

Also in this situation, the matrices D and P commute, but the matrix P is not nilpotent. However,
the computation of ePt is not too complicated. Consider the matrix

P̃ :=

(
0 1
−1 0

)
,

and note that P = bP̃ . We get

P̃ 2 =

(
−1 0
0 −1

)
, P̃ 3 =

(
0 −1
1 0

)
= −P , P̃ 4 = Id2 and P̃ 5 = P̃ .

Using the power series expansion of sine and cosine, we arrive at

ePt =
∞∑
k=0

(btP̃ )k

k!
=

(
cos(bt) sin(bt)
− sin(bt) cos(bt)

)
for all t ∈ R ,

and this implies that

eAt = eat
(

cos(bt) sin(bt)
− sin(bt) cos(bt)

)
for all t ∈ R . (1)

(ii) The characteristic polynomial is given by

χ(λ) = det(A− λ Id) = (1− λ)(−1− λ)− α = λ2 − 1− α for all λ ∈ C .

We first consider α = 0. We obtain the eigenvalues λ1 = 1 and λ2 = −1, and one computes the
corresponding eigenspaces

ker(A− λ1 Id) = ker

(
0 0
1 −2

)
= span

(
2
1

)
and

ker(A− λ2 Id) = ker

(
2 0
1 0

)
= span

(
0
1

)
Using the transformation T (consisting of eigenvectors in its columns) and its inverse T−1, given by

T :=

(
2 0
1 1

)
and T−1 :=

(
1
2 0
−1

2 1

)
,

the matrix exponential function t 7→ eAt reads as

eAt = TeJtT−1 =

(
et 0

1
2(et − e−t) e−t

)
for all t ∈ R ,

where we used that eJt = diag(et, e−t). Note that the phase portrait for this system is obtained
from the phase portrait in Jordan normal form (which is the saddle discussed in Section 3, I.(C1) of
Chapter 3) using the linear transformation x 7→ Tx (as shown in Exercise 22), see the figure below.
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We now compute the Lyapunov exponents of solutions t 7→ ϕ(t, x) for all initial conditions x ∈ R2\{0}.
Fix such an initial condition x = (x1, x2) ∈ R2, where x 6= 0. Note that

‖ϕ(t, x)‖ =
∥∥eAtx∥∥ =

√
x21e

2t +
x21
4

(e2t + e−2t − 2) + x22e
−2t + x1x2(et − e−t)e−t

= et
√
x21 +

x21
4

(1 + e−4t − 2e−2t) + x22e
−4t + x1x2(et − e−t)e−3t

From this representation, it follows that if x1 6= 0, then there exists a K = K(x1, x2) > 0 such that

1

K
et ≤ ‖ϕ(t, x)‖ ≤ Ket for all t ≥ 0 ,

and we get

σLyap(ϕ(·, x)) = lim
t→∞

ln
‖ϕ(t, x)‖

t
= 1 ,

since the Lyapunov exponent of Cet is equal to 1 for all C > 0. Now consider the case x1 = 0, which
implies x2 6= 0. Then ‖ϕ(t, x)‖ = |x2|e−t, and it follows that

σLyap(ϕ(·, x)) = lim
t→∞

ln
‖ϕ(t, x)‖

t
= −1 ,

so we get

σLyap(ϕ(·, x)) =

 −1 : x ∈ span

(
0
1

)
1 : otherwise

Note that the Lyapounov exponent is −1 when the solution starts in the eigenspace with eigenvalue
−1, and 1 otherwise. This is due to the fact that those solutions with x1 6= 0 converge in forward time
to the eigenspace with eigenvalue 1.

We now consider the case α = −2 and we obtain the eigenvalues λ1 = i and λ2 = −i, and one

computes the eigenvectors v1 =

(
2

1 + i

)
and v2 =

(
2

1− i

)
. Using the real part and imaginary part

of the eigenvector v1, as discussed in the lectures, we get the same transformation matrix T as in the
case α = 0 (this is pure coincidence and will not be true for other values of α). We then calculate the
Jordan normal form

J = T−1AT =

(
0 −1
1 0

)
,

and thus,

eJt =

(
cos(t) sin(t)
− sin(t) cos(t)

)
and eAt = TeJtT−1 =

(
cos(t) + sin(t) −2 sin(t)

sin(t) cos(t)− sin(t)

)
.

Using the linear transformation x 7→ Tx applied to the phase portrait of the system in Jordan normal
form (see Section 3 of Chapter 3), the phase portrait of the given linear system for α = −2 is given
as in the figure below. Note that, in comparison to the case α = 0, it is not so easy to see what this
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transformation does exactly to the circles around the origin. However, one can show that the resulting
images, as they are linear transformations of circles, are given by ellipses. This, and the exact location
of the corresponding half axes of the ellipse, follows from the polar decomposition T = US into a
orthogonal matrix U and a symmetric matrix S, but this is a side remark and not something I expect
you to understand.

It follows from eAt that for all solutions t 7→ ϕ(t, x) for some 0 6= x ∈ R2, we get the existence of a
K > 0 such that

1

K
≤ ‖ϕ(t, x)‖ ≤ K for all t ≥ 0 .

This implies that all Lyapunov exponents are 0.

Exercise 24.

The given system ẋ = Ax with A ∈ R3×3 is already given in Jordan normal form, and we obtain
immediately that the flow is given by

ϕ(t, x) = eAtx =

eat 0 0
0 ebt cos(ct) ebt sin(ct)
0 −ebt sin(ct) ebt cos(ct)

x .

This implies that the given statements (i)–(v) hold for the following parameter settings:
(i): a, b < 0, (ii): a, b ≤ 0, (iii): a, b > 0, (iv): a = b = 0, (v): a, b 6= 0.
Note that c does not have an influence on all of these properties, since it concerns the speed and
direction of the rotation.

Exercise 25.

Step 1. Model for a simpler situation.
We first try to understand how to model the changes in salt concentration using a simpler situation
with only one tank K with 1000 litres, and we assume that at time t0 = 0, per minute b litres of saline
solution flow out and b litres of pure water flow in. Fix a time t > 0, and we are now interested to
find the salt concentration s(t), given an initial salt concentration s(0) at time t0 = 0 (note that we
assume that the units for time are minutes).

We discretise the time interval [0, t] into n ∈ N subintervals of length ∆(n) := t
n , and after analysing

this, we consider the limit n→∞. For each discretisation depth n ∈ N, we get approximations

s(0) = s̃(0) , s̃
(
∆(n)

)
, s̃

(
2∆(n)

)
, . . . , s̃

(
n∆(n)

)
= s̃(t) ≈ s(t)

for the salt concentrations at the n times `∆(n), where ` ∈ {1, . . . , n}.
Within the time interval ∆(n), we observe an the outflow of saline solution of b tn litres, so the salt
concentration decreases as follows:

s̃
(
(`+ 1)∆(n)

)
= s̃
(
`∆(n)

)
−

b tn
1000

s
(
`∆(n)

)
for all ` ∈ {0, . . . , n− 1} .
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With α := − b
1000 , we get

s̃
(
(`+ 1)∆(n)

)
=
(

1 +
αt

n

)
s̃
(
`∆(n)

)
for all ` ∈ {0, . . . , n− 1} .

By induction, it follows that

s̃
(
(`+ 1)∆(n)

)
=
(

1 +
αt

n

)`+1
s̃(0) for all ` ∈ {0, . . . , n− 1} ,

and in particular

s̃(t) =
(

1 +
αt

n

)n
s̃(0) .

In the limit n→∞, we get
s(t) = eαts(0) ,

so the salt concentration satisfies the differential equation

ṡ = αs ,

where α = − b
1000 is the proportion of saline solution leaving the tank in one time unit.

Step 2. The model for (s1(t), s2(t)). Using the model established in Step 1, one gets the differential
equation

ṡ1 =
−80

1000
s1 +

20

1000
s2 ,

ṡ2 =
80

1000
s1 −

80

1000
s2 ,

which we can write as

ṡ = As , where A :=

(
− 2

25
1
50

2
25 − 2

25

)
, and we consider the initial condition s(0) =

(
0.05
0.02

)
.

Step 3. Answer to (i).
One can show that A has the eigenvalues λ1 = −1

25 and λ2 = −3
25 , which immediately implies using

Proposition 3.9 that limt→∞(s1(t), s2(t)) = (0, 0). However, it is useful to calculate the flow to answer

the second question. Note that the eigenvectors to the above eigenvalues are given by v1 =

(
1
2

)
and

v2 =

(
1
−2

)
, respectively. We thus get

eAt = TeJtT−1 =

(
1 1
2 −2

)(
e−

t
25 0

0 e−
3t
25

)(
1
2

1
4

1
2 −1

4

)
=

(
1
2e
− t

25 + 1
2e
− 3t

25
1
4e
− t

25 − 1
4e
− 3t

25

e−
t
25 − e−

3t
25

1
2e
− t

25 + 1
2e
− 3t

25

)
,

which implies for all t ≥ 0 that

s1(t) = 0.03e−
t
25 + 0.02e−

3t
25 ,

s2(t) = 0.06e−
t
25 − 0.04e−

3t
25 ,

and we get

s1(t)

s2(t)
=

3e−
t
25 + 2e−

3t
25

6e−
t
25 − 4e−

3t
25

=
3− 2e−

t
25

6− 4e−
t
25

→ 1

2
as t→∞ .

Note that this is a clear analytical result, but can you link this to the eigenvectors? Also think about
whether this asymptotic proportion depends on the initial condition (without doing the calculations)?
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Step 4. Answer to (ii).
If instead of water, 60 litres of saline solution with 10% salt concentration will be pumped into tank
K1, then this will be modelled by the inhomogeneous system

ṡ = As+

(
0.006

0

)
, (B)

with the initial condition (s1(0), s2(0)) = (0.05, 0.02). One can show that any solution to this inho-
mogeneous linear system can be represented by a particular solution of the inhomogeneous solution
and a solution of the homogeneous system (which was used above in (i)), see also the proof of Propo-
sition 3.10. Since all solutions of the homogeneous problem converge to (0, 0), all solutions of the
inhomogeneous system converge to the particular solution forward in time. The problem setting
suggests that for both tanks, we get a salt concentration of 10%, which would mean that

µ∗(t) =

(
0.1
0.1

)
for all t ≥ 0

is a reasonable candidate for such a solution, and one verifies that this is indeed a solution of the
inhomogeneous system (B). This means in particular (using the arguments established above) that

lim
t→∞

(
s1(t)
s2(t)

)
=

(
0.1
0.1

)
for the solution of the inhomogeneous equation (B) satisfying the initial condition under consideration
(s1(0), s2(0)) = (0.05, 0.02) (and also any other initial condition).
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