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Lecture 1 (Statistical models)

1. Suppose that in Example 1 it is known that most participants have little knowledge about oxen but some
participants raise oxen for a living. Under what assumptions will the proposed N(543.4, 0%) distribution
still be a reasonable model?

2. In Example 2 of the lecture notes, we consider models where the distribution of Y; depends on a fixed
covariate x;. Does treating Y; as random and x; as fixed make more sense for an observational study or a
designed experiment?

Lecture 2 (Estimators)

3. Let T be an estimator of a parameter g(f). Show that

MSEy(T) = Vary(T) + biasy(T)>.

4. Let Yy, ..., Y, be a random sample of size n from the Exponential(\) distribution, for some A > 0. The
pdf of Y; is then
fly;\) = Xe ™V, y>0

and zero for y < 0.

Two possible estimators for the mean 1/ of an Exponential()) distribution from the random sample are
Y=n1Y",Y,and T =nY/(n+1).

Find the bias, variance, and mean square error of these estimators.

What do you notice?
5. Let Yi,..., Y, be a random sample with E(Y;) = p and Var(Y;) = 0. Show that

(a) Y?is not unbiased for 2 unless 02 = 0;

(b) The sample standard deviation

n—ll.:1

1
$= J > (Y= Yy
is not an unbiased estimator for o unless Var(S) = 0.

6. Let T; and T, be two statistics. Suppose that T; is an unbiased estimator for 6 and that Ey(T,) = 0 for
all . Also let Vary(T;) = o7 for j = 1,2 and corr(Ty, T2) = p.
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a) Compare the bias, variance, and MSE of T; and T; + T, for 0,

C

(a)
(b) Calculate the bias and variance of T; + a T, where « is a constant;
(c) Find the value & of « that minimises MSEy(T1 + a T);

(d)

d) Compare the MSE of T; + &7, and T; as p varies between -1 and 1.

R lab: Descriptive statistics

This exercise is intended to reinforce concepts through use of the R software package.

7. The podcast Planet Money hosted a competition similar to Example 1. Here, n = 17, 183 contestants
guessed the weight (in Ibs) of Penelope the cow.

The data from the competition is in the file Planet Money Cow Data.csv on Blackboard. The file
consists of a single column with 17,184 rows (Note: the first row is the column name “guess”).

(a) Set your working directory to the same folder containing the data downloaded from Blackboard.
Then read the data into R and store it in an object called cow using the command

cow <- read.csv("Planet Money Cow Data.csv")

(b) Run the commands class(cow) and dim(cow) to verify that the object cow is stored as a data.frame
with dimensions 17,183 x 1.

(c) Use the command table(is.na(cow$guess)) to tabulate (‘table’) the number of missing values
(‘is.na’) in the column containing the variable guess (cow$guess). There should be no missing
values in the data.

(d) Experiment with the functions summary (), boxplot(), hist () to generate summary statistics and
plots for the guesses. To learn more about the functions, type e.g. ?summary into the R console.

(e) Write a brief description of the data based on your statistics and plots from part (d), including the
sample mean and standard deviation. Comment on the suitability of the normal distribution as a
model for the guesses.

(f) It is known that Penelope weighs p = 1,355 Ibs. How many standard errors from p is the sample
mean? The functions sqrt (), mean(), and sd() may be useful.

(Hint: recall that the standard error of an estimator T is \/Var(T).)



