Pietro Siorpaes Ex in class, week 9, 10-03-23 - Solution Sheet Option Pricing

This document contains 2 questions.

1. [default, Q18]
Let X,Y be IID rvs with Bernoulli distribution of parameter p € (0,1), i.e.

P(X=1)=p, P(X=0)=1-p, anddefine Z:= Lixyy=0)-

Compute E[X|Z] and E[Y|Z] for arbitrary p € (0, 1), then answer:
(a) If p=1/3, which values does E[X|Z] take?

A.0,1/3 B.0,3/8 C. 0,3/5 D. None of the above
(b) Are E[X|Z] and E[Y|Z] independent?

Hint: A rv which is independent by itself must be constant.

A. Yes, always (for any p € (0,1))
B. It depends on the value of p € (0,1)
C. Never (for no p € (0,1))

Solution:

(a) The random variable Z takes only the two values 1 and 0, and

{Z=0}=A4={X=0}n{Y =0}, {Z=1}=A={X=1}u{y =1}
respectively. Thus

if A
BLX|Z)w) = 4% M
ap ifweA
where a; = E[X14,]/P(4;). Since X =0 on Ay we get ap = 0. Since {X =1} C A; we get that

1, X =14,(1- Lgx—1y +0- Lix—oy) = La, Iix=1} = Lix=13- (1)
Since X,Y are independent, the complement Ay of A; has probability
P(Ay) = P{X =0} n{Y = 0}) = P{X = 0})P({Y = 0}) = (1 —p)*,
from which, using (1), it follows that
E[X14,] _ Ellx=1] p

@)= BA) T T-BA) T pF

If p=1/3 then

Tl (1-p? 1-1 5
SO
0 ifwe A
E[X]Z](w) = s
3/6 ifwe A

By symmetry E[X|Z] = E[Y|Z]. Let us prove by contradiction that E[X|Z],E[Y|Z] cannot be
independent. If they were, we would have that W := E[X|Z] is independent of itself, yet W is not
constant (since ag # a;(p) for all p € (0,1)), contradiction.
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2. [default,P14]
Let ¢ # 0 be a constant, (X;);en be IID rvs with the same law as the rv X, and for n € N\ {0} set

So=0, Sp=> Xi, Qo:=0, Qui=> X Fo:={0.Q}, F.=0(X1,....X,).
=1 =1

Calculate the values of the constants a, b, d, y, z such that the following processes A, B, C, D, Z are martingales:
(a) A, := S5, —an for n € N, assuming E|X| < oo.
A.a=3E[X] B. a=E[X] C.a=2E[X] D.a=0 E. None of the above
(b) B, :=Q, — bn for n € N, assuming EX? < co.
A b=1E[X? B.b=E[X? C.b=2EX? D.b=0 E. None of the above
(c) C, :=exp(cS, —nd) for n € N, assuming | X| < ¢ < o0.
A d=Elexp(cX)] B. d=log(Elexp(cX)]) C. d=1og(E[cX]) D.d=E[log(cX)] E.d=0
(d) D, =Y, —yn for n € N, where Y}, := |Sy,,| for 7 :=inf{n > 1: S, = 0}, assuming P(X = +1) = 1/2.
Hint: Show that {T < n} is F,-measurable, write 1 = li<p) + lirspny and give explicit expressions for
Yoi1 as a function of (Y, Xyi1) on {7 < n}, and on {1 > n}.
Ay=4 B.y=1 C. y:}l D. y=0 E. None of the above
(e) Z defined by: Zy := 1, Z, 11 := 22,/2%+ for n € N, assuming P(X = k) = 1/2* for k € N\ {0}.

A. 2=3 B. z=1 C.z:% D. None of the above

Solution:

(a) Since
]E[Sn+1|fn] - E[Sn + Xn+1’-/—:n] - Sn + E[Xn—i-l]

we get
E[A, 1| Fn] = E[Spi1|Fn] —a(n+1) =S, —na—a+ E[X,,41],

so A is a martingale iff a = E[X].

(b) Since
EQni1lFn] = E[Qn + X541 [Fa] = Qu + E[X ],

B is a martingale iff b = E[X?].

(c) Since
Efexp(cSus1)|Fo] = Elexp(cSu) exp(c X 1)l F] = exp(eS,)Elexp(cXn)],

C'is a martingale iff d = log(E[exp(cX)]).
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(d)

Notice that {7 < n} is F,-measurable since it equals U ;{S; = 0}. On the set {7 < n} we have
Y, = 0 = Y,41, whereas on {r > n} we have S, # 0,Y,, # 0, and since X,,;1 can only takes values
+1 and S has values in N, we get that if .S, > 0 then S,,; > 0, and so

Y,=5 Yo =54+1=5S+Xmm=Y,+X11;
whereas if S,, < 0 then S,,.1 <0 and so
Yo ==5, Yo =—=54=—5 —Xnt1 =Y, — Xns1.
Summing up, if sign(s) denotes the sign of s, we get that on {7 > n}

Y,+ X, if S, >0,

Y,i1 =Y, +sign(S,) X411 =
+ g(Sn) X {Yn—XnH it S, < 0.

Thus we see that
E[Yn+l|fn] = E[Yn+11{7§n}|fn] + E[Yn+11{T>n}|fn]

equals
E[1{7>n} (Yn + Slgn(sn)Xn—H)LFn] - 1{T>n}Yn + 1{T>n} Slgn(‘sn)]E[Xn—i-l‘Fn]
Since E[X,11|F,] = E[Xp41] = 0 and 1p5nY, = Y, (because Y, = 0 on {7 < n}) we get
E[Y,11|Fn] = Yo, ie. Y is a martingale, so D is a martingale if y = 0.
Since

E(Zn1|Fa] = 2Z,E[1/25 |F)] = 2Z,E[1/25+1],

Z is a martingale iff z = 1/E[1/2%+1]. To compute this explicitly, let us recall how to sum the
geometric series: since

for ¢ € (0,1) we have that S°F_ ¢" 4 = as k — oo. It follows that

C

and so Z is a martingale iff z = 3.
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