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1. Find the exact linesearch stepsize when 𝑓 (x) is a quadratic function 𝑓 (x) = x⊤Ax+
2b⊤x + c where A is an 𝑛 × 𝑛 positive definite matrix, b ∈ ℝ𝑛 and c ∈ ℝ.

2. Let A be a symmetric 𝑛 × 𝑛 matrix, b ∈ ℝ𝑛 and 𝑐 ∈ ℝ. Then the function 𝑓 (x) =
x⊤Ax + 2b⊤x + c is a 𝐶1,1 function. The smallest Lipschitz constant of 𝑓 is 2∥A∥2

3. Show that 𝑓 (x) =
√
1 + 𝑥2 ∈ 𝐶

1,1
𝐿
.

4. Give an example of a function 𝑓 ∈ 𝐶
1,1
𝐿
(ℝ) and a starting point 𝑥0 ∈ ℝ such that the

problem min 𝑓 (𝑥) has an optimal solution and the gradient method with constant
stepsize 𝑡 = 2

𝐿
diverges.

5. Consider the localization problem where we are given 𝑚 locations of sensors
𝒜 := {a1, a2, . . . , a𝑚}, with each sensor in ℝ𝑛 , and approximate distances between
the sensors and an unknown source located at x ∈ ℝ𝑛: 𝑑𝑖 ≈ ∥x − a𝑖 ∥. We try to find
the source location x given the sensor locations 𝒜 and the approximate distances
𝑑1, 𝑑2, . . . , 𝑑𝑚 . For this, we write the optimization problem:

min
x

{
𝑓 (x) ≡

𝑚∑︁
𝑖=1

(∥x − a𝑖 ∥ − 𝑑𝑖)2
}
.

a) State the first-order optimality condition for this problem, and show that for
x ∉ 𝒜 it is equivalent to

x =
1
𝑚

{
𝑚∑︁
𝑖=1

a𝑖 +
𝑚∑︁
𝑖=1

𝑑𝑖
x − a𝑖
∥x − a𝑖 ∥

}
b) Show that the iteration:

x𝑘+1 =
1
𝑚

{
𝑚∑︁
𝑖=1

a𝑖 +
𝑚∑︁
𝑖=1

𝑑𝑖
x𝑘 − a𝑖

x𝑘 − a𝑖




}

is a gradient method, assuming that x𝑘 ∉ 𝒜 for all 𝑘 ≥ 0. What is the stepsize?
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c) Write an explicit Gauss-Newton iteration of the form

x𝑘+1 = x𝑘 − d𝑘 ,

giving an expression for d𝑘 in terms of the Jacobian and vectorized cost for
this problem, without computing the inverse.

6. Consider the quadratic function 𝑓 : ℝ2 → ℝ

𝑓 (x) = 1
2x

⊤𝑄x

where 𝑄 is a symmetric matrix of size 2 × 2 with eigenvalues 0 < 𝜆min < 𝜆max.
Suppose we apply the gradient descent method to the problem of minimizing 𝑓 ,
with exact line search and initial point

x0 =
1

𝜆min
umin +

1
𝜆max

umax

where umin and umax are the norm one eigenvectors associated with 𝜆min and 𝜆max,
respectively.

a) Show that after 1 iteration

x1 =
(
𝜆max − 𝜆min
𝜆max + 𝜆min

) (
1

𝜆min
umin −

1
𝜆max

umax

)
.

b) Assuming that

x𝑘 =

(
𝜆max − 𝜆min
𝜆max + 𝜆min

)𝑘 ( 1
𝜆min

umin +
(−1)𝑘
𝜆max

umax

)
for 𝑘 = 0, 1, . . . ,

show that
𝑓 (x𝑘+1)
𝑓 (x𝑘)

=

(
𝜆max − 𝜆min
𝜆max + 𝜆min

)2
.

Using this, what can be said about the convergence of this method based on
the ratio 𝜅 =

𝜆max
𝜆min

?

Quadratic Optimization Benchmark

Consider the quadratic minimization problem

min
x

{
x⊤Ax : x ∈ ℝ5}

where A is the 5 × 5 Hilbert matrix defined by

A𝑖, 𝑗 =
1

𝑖 + 𝑗 − 1 , 𝑖, 𝑗 = 1, 2, 3, 4, 5

The matrix can be constructed via the MATLAB command A=hilb(5). Run the following
methods and compare the number of iterations required by each of the methods when
the initial vector is x0 = (1, 2, 3, 4, 5)⊤ to obtain a solution x∗ with ∥∇𝑓 (x)∥ ≤ 10−4 :
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• Gradient method with backtracking stepsize rule and parameters 𝛼 = 0.5, 𝛽 =

0.5, 𝑠 = 1

• Gradient method with backtracking stepsize rule and parameters 𝛼 = 0.1, 𝛽 =

0.5, 𝑠 = 1

• Diagonally scaled gradient method with diagonal elements D𝑖,𝑖 =
1

A𝑖,𝑖
, 𝑖 = 1,2,3,4,5

and exact line search;

• Diagonally scaled gradient method with diagonal elements D𝑖,𝑖 =
1

A𝑖,𝑖
, 𝑖 = 1,2,3,4,5

and backtracking line search with parameters 𝛼 = 0.1, 𝛽 = 0.5 𝑠 = 1.
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