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. Solve the problem
min  x7 + 2x3 + 4xx;
st. xe€ Az .
. Orthogonal regression. Suppose we have a;, ..., a,, € R". Foragiven 0 # x € R”
and y € R, we define the hyperplane:
Hyy={acR":x'a=y}

In the orthogonal regression problem, we seek to find a nonzero vector x € R”"
and y € R such that the sum of squared Euclidean distances between the points
aj,...,ay to Hy , is minimal:

m
. 4 2 "
rglyn{;d(a,,HX,y) :0£xeR" ye R}

Let A be the matrix

Show the optimal solution of the orthogonal regression problem is given by x which
is an eigenvector of the matrix A" (I, — %eeT)A associated with the minimum
eigenvalue and y = = 37 a'x.

. Consider the problem

min  x? — x;
st. x,=0,



and its equivalent formulation

min xl2 — X9

2
st. x5 <0.

Determine KKT conditions for both problems, are they equivalent and solvable?




